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Abstract

This paper intends to introduce the FGCS Project which
was condocted for eleven years and the FGCS Fallow-
on Froject which was started in April 1993 as two year
project for dissemination of the FGOS technology.

The FGCS project aimed at development of a rev-
olutionary new computer technology combining highly
parallel processing and knowledge processing technolo-
gies using a parallel logic language KL1 as the kernel
language of the new computer technology which s called
the FGOS technology.

In the end of the FGCS prﬁj&ct, initial Eaa]s of the
project were successfully achieved and a prototype sys-
tem of the FGCS was built to demonstrate the establish-
ment of the FGCS technology. The center of the proto-
type svstem is highlv parailel hardware which executes
the KL1 very efficiently and a paraliel operating system,
PIMOS.

The paralle]l herdware consists of five models of paral-
lel inference machines (PIMs) having about 1000 element
processors in total. The PIMOS is fully written in KL1
and has an efficient parallel programming environment
for the KL1.

Using a KL1 and PIMOS environment on the PIMs,
many parallel software systems have been developed.
They include knowledge processing tools and parallel ap-
plication systems. Several of them such as a theorem
prover, MGTP, have praved that the KL1 and PIMOS
environment enabled us to gain linear speed-up which is
almost proportional Lo the number of element processors.

This was probably the first time in the werld that im-
portant knowledge processing ar Al application systems
could gain almost linear speed-up using highly parallel
processing. Then, the KL1 and PIMOS environment
running en the PIMs is now the mest powerful paral-
lel processing system for knowledge processing.

Parallel processing of this kind is classified as parallel
symbol processing and much wider applicability to not
only knowledge processing applications but also more
general problems than conventional parallel processing
technology.

Thus, it was very desirable that the KL1 and PIMOS
environment could be operational on commercially avail-
able machines so that many people could ise them as a
new common infrastructure for advanced research into
computer scicnce and technology.

For this reason, Ministry of International Trade and
Industry (MITI) decided to place major software devel-
oped in the FI3CS project in the public domain as ICOT
Free Software. Furthermore, MITI and [COT prepared
a new project called the FGCS Follow-on Project.

A general goal of the Follow-on project is a fusion of
the FOUS technelogy and market software and hard-
ware technologies to disseminate the FGCS technology
to many researchers in the world.

1 Introduction

Recent progress in parallel and distributed processing
using RISC chips and Unix-based operating systems has
dramatically changed main streams of market computer
technologies.

In these two vears, various MIMD parallel machines
have appeared in the market. Many of them are intend-
ing to be more cost effective number crunchers than con-
ventional vector-type SIMD super computers. More re-
cently, some of them have appeared as super servers and
intend to be new central computer systems in distributed
systems. They will be used for general management pur-
poses siech as database management and administrative
decisisn making instead of main frame computers, Cur-
rently, most of these parallel machines include dozens
to one hundred element processors. However, some of
them are announced that they could be extended up to
thousands of element processors.

This dramatic change can be considered as an opening
of a new era of computers where parallel and distributed
systems shall take over conventional mainframe systems,
It iz considered to be caused by rapid advance in hard-
ware technology, not by software technology.

Then, most of the parallel machines have to be pro-
grammed by conventional languages and controlled by



Unix-based operating systems with some extensions for
inter-processor communication supports. Thus, a new
parallel programming environment and parallel software
technologies are demanded to be able to develop large-
scale parallel and distributed software systems efficiently.

The FGCS technology combining parallel processing
and knowledge processing technologies is now considered
to be most promising technology that can fulfill this de-
mand. From the very beginning, the parallel process-
ing technology contained in the FGCS technology was a
born large-scale parallel technology which was intended
to cover various knowledge processing applications. It
has much wider applicability to more general problems
than existing parallel processing technalogies.

When we made a plan of the FGCS project about 12
years ago, we anticipated that an era of highly parallel
computers in the market would come in about & vears
after the completion of the FGCS project. It means that
we anticipated that it would come in 1997 at latest,

The reality seems to have come a little earlier than
this anticipation, however, this has made us to possible
to continue our efforl to further {Ic\r{']np the FGOS tech-
nology 3o that we can disseminate it more effectively.

With the completion of the FGOCS project, Ministrv
of International Trade and Industry {MITI) decided to
carry out a new project which is called the FGCS Follow-
on praject. In the Follow-on project, the KL1 and PI-
MOS environment as well as major software developed
in the FGCS project will be panm:l and Dperatinnﬂ fa2i
MIMD-type parallel machines ' which are recently ap-
pearing in the markel,

With this praoject, many new and interesting sofiware
systemns developed in the FGCS project will be used by
many people in the world, and they will be further de-
veloped in many ways in many places in the world,

In this paper, major achicvements of the FGCS project
and research activities to be carried out in the Follow-on
project will be described.

2 Major achievements of the
FGCS Project

The FGCS project was started in April 1982 as a
Japanese natienal project. This project was unigue
among other national projects because il aimed at con-
tribution to the advance of global computer science and
technology through the development of revolutionary
computer technelogy which was far advanced from mar-
ket technologies of those days. ICOT was established as
a central research institute to carry out this project.

In this preject, the fifth generation computer was de-
fined that it would have an inference mechanism using
knowledge bases for its kernel function, and would fully

'As KL1 programs are compiled into © programs, they will ran
even on & small personal computer in principle.

use highly parallel processing technology for its imple-
mentation as shewn in Fig.-1.

After the eleven-year research and development effort,
the FGCS project achieved its imitial goals and estab-
lished the FGOS technology, To attain the goals, many
new ideas, thearies, small to large software and hardware
technologies were created, evaluated, improved and ex-
tended. Finally, they were consistently integrated inte
an FGCS prototype system as shown in Fig-1 and Fig.-
2. It is probably the world's fastest and largest-scale
computer for knowledge information processing which is
actually being used for practical applications,

To discuss many element technelogies contained in the
prototype system from macrescopic scientific viewpoint,
we roughly divide them into two categories: one is tech-
nologies related to parallel symbol processing and the
other is parallel knowledge processing.

2.1 Major achievements for parallel
symbol processing

The lower two layers of the prototype system in Fig-2
can be regarded as a highly parallel symbel processing
system. These twe layers were built as a more complete
and practical system than the upper two layers. This
system 5 currcnll}' bcing used for further d:’v:lupmmt af
parallel knowledge processing tools and paralle] symbel
and knowledge processing applications.

The lowest layer of the prototype system in Fig-2 is
five models of PIMs and a KL1 language processor. The
largest model is the PIM model p which has 512 element
processors. L he next model is the PIM model m having
256 element PrOCESSOrS. Thetr inter processor networks
are difference each other as shown in Fig-2. Currently,
FIM model p is most frequently used and attained 1500
LIFS. *

The KLI is a parallel logic language and provides us
with an aumtomatic memaory management function like
Prolog and LISP. In addition to this, it provides us with
an automatic process synchronization function based on
a dataflow meodel and can expleit very fine prain paral-
lelism. The PIMs have dedicated hardware mechanisms
to support efficient execution of the KLI.

The second layver is the basic software, The PIMOSis a
main system of this software and has functions for hard-
ware and software resource management and execution
control which were designed in principle to be scalahle
up to one million element processors. It also provides
a comfortable parallel programming environment for the
KL1 including new visual performance debugging tools.

Using this KL1 and PIMOS environment on the F1Ms,
many parallel software systems have been develaped to
built the basie software including PIMOS itself and many
other software systems included in the upper two layers.

LIPS etinds for [n;::.u[ Inference Per Second. Oue LIPS enr-
responds to 50 o 100 IPS.
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Through this paralle] software development, this envi-
ronment was proved Lo be very efficient and productive.
For example, the firgt version of PIMOS which is an oper-
ating system for real use parallel processing systems was
completed in half an year. In the development of logic
simulator, & part of parallel LSI-CAD experimental sys-
tem, took only 3 man-month as though this system took
complex algorithm suited for paralle] processing, called
virtual time method. This term is less than 1/10 of the
term in case of parallel software development using usual
technologies.

As performance tunings of the parallel software sys-
Lems were hurriedly proceeded for demonstrations at the
FGC5'92 conference, we could get surprising results that
some application systems succeeded in gaining the speed-
up which was almest proportional to the number of ele-
ment processors,

For example, a parallel theorem prover, MGTP at-
tained about more than 200 times speed-up using the
PIM of 256 element processors s shown in Fig.-3

The MGTP has solved several open problems in some
thearies on quasigroup and is probably the world’s fastest
theorem prover now,

Generally, many of the parallel software systems devel-
oped for knowledge processing or Al applications were
evaluated to have gained 20 to 100 times speed-up on
the PIM compared to similar systems running on usual
workstations or mainframe computers.

This was probably the first time in the warld that im-
portant knowledge processing or Al application systems
could gain almost linear speed-up using highly parallel
processing. With this evaluation, we could concluded
that parallel symbol processing technology we developed

are very promising to accelerate the new era of parallel
compukers.

2.2 Major achievements of knowledge
processing technology

COne general guideline of knowledge processing research
in the FGOS project was to use "mathematical logic®
as the base of knowledge representation and knowledge
base management.

In the second layer, a parallel DEMS, Kappa-P and a
KBMS, QUIXOTE 3 are included. They are less com-
plete systems than the KL1 or PIMOS. They are exper-
imental svstems to evaluate new concepts and methods,

The Kappa-p is a parallel DBMS. Tts unique feature is
the employment of the nested-relational model which en-
able us to use much more flexible internal date structures
than the regular relational model. Thus, it is suitable for
the management of complex databases such as natural
langnage dictionaries and various biological date bases.
The Kappa-P was intended to be used as an engine for
a knowledge base management system which would be
built on the Kappa-P.

For knowledge representation, two languages have
been developed and used for some applications. One
it a deductive and object-oriented language called
QUIXOTE, The other is a constraint logle program-
ming language GDCC.

In the FGCS Project, knowledge representation lan-
giages based on first-order logic have been promoted.
The QUIXOTE is the final version of logic based lan-
guages developed in the FGCS project. [t has abject-
oriented features to provide us with flexibility in making
various module structures. The gxt is now being used to
describe rules and cases for legal reasoning system and
biological knowledge analysiz in for the sequence align-
ment system.

In the knowledge processing research, the theorem
prover, MGTP is considered as a high-level inference en-
gine which can execute expressions of first order logic
a5 a knowledge programming language. Thus, the 200
times speed-up of the MGTP has greatly enhanced our
confidence that our guideline and research direction are
promising.

Among 20 parallel application systems in the fourth
layer, a legal reasoning system, HELIC-II is one of the
most interesting applications. The HELIC-IT has two
types of high-level inference engines as show in Fig-4;
one is a rule-based inference engine. The other is a case-
based inference engine. The rule based inference engine
is & simple extension of the MGTP. Then, the HELIC-1I
is considered as an application of the theorem prover,

In a current version of the HELIC-11, some penal codes
are described in a logic based knowledge description lan-

YQUIXOTE is the nane of the KBME and also the name of
the knowledge represeatation language embedded In the KBMS.
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Figure 4: Organization of the legal reasoning system, HELIC-TI

guage and stored in the legal rule database. [n addition
to this, about one hundred old cases on past criminal
events are described and stored in the case rule database.
Using the mechanism shown in Fig-4, if the HELIC-IT is
given a new criminal event, it looks up these databases
and find out similar old cases and answers back a list of
possible judgments.

Te produce the answer, the HELIC-IT has to make
various sophisticated search operations in its databases
based on "similarity matching”. In the search oper-
ations, effective parallel processing is indispensable to
shorten elapsed time of the search eperations, Without
the powerful parallel symbolic processing environment,
the HELIC-1T must not have been implemented so suc-
cessfully.

Through various knowledge programming experiences,
we have become confident that deductive languages with
some extensions will be very feasible for practical knowl-
edge programming purposes,

Current knowledge programming languages and envi-
ronments are usually provided as expert systems’ shells.
Usually, they are too much dedicated to some specific
applications or specific conventiona! languages. Then, it
is very difficult to efficiently apply parallel symbolic pro-
cessing because they are not based on any well-defined
computational model,

Deductive languages and their extensions will be able
to overcome this difficulty. As shown in Fig.-5, we can
predict that they will open a next new era of knowl-
edge processing computers and provide us with practical
knowledge programming tools and environments which
can be applicable to social, cultural, and cognitive scien-

tific problems in the next ceatury.

3 The FGCS Follow-on Project

As the end of the project period approached, it became
olwious that the project would produce many valuable
scientific and technological results. As the preject tar-
geted precompetitive technological goals, many of the
results seemmed Lo be too advanced or immature for in-
dustries to commercialize them immediately.

This was the fiest time that a MITT sponsored project
produced such important scientific research results which
MITI must consider how to deal with seriously. MITI
asked its advisably committee to review achievements of
the project. The committee gathered and examined bath
domestic and international opinions by sending questicn-
naires to hundreds of people invelved with new computer
technologies.

After nearly half a year discussion, the commitiee de-
cided to advise MITI to carry out & two year follow-on
project. Based on this advice, MITI and LCOT formu-
lated a plan for the follow-on project which started from
April 1093,

This project aims to make the major software sys-
tems and basic research results, developed in the FGCS
project, widely available to the research community and
industry as new tools or a new infrastructure for develop-
ing advanced computer technologies centered on parallel
knowledge processing,

The goals of the follow-on project are as follows;

1. Porting of the KL1, PIMOS and major software sys-



Future application areas for FGCS technology

Natural Selences| | Seclal / Cultural | |[Cagnltive Sclences
Mechanical, @Fengg]l,@%i@nancial NL understanding
Physical, Chemical and and
and Biological Govermental Pattern recognition
Systems Systems Systems
*“ id-' ___..--"'""-“F
‘ =) High-level ,Unifie
Logic-based KRL ) Knowledge Rep.

High-level Infer: Theorem Provers
Deductive and Object-Oriented Lang.
Parallel Nested Relational DBM

Parallel Symbol

Processing Systems

Fizure 5; Prospect of knowledge processing based on the FGCS technology

toms to widely available Unix-based sequential and
MIMID} paralle! systems

2. Further research and development of knowledge pro
cessing software and parallel application software
wsing the PIMs and software systems written in
KLL.

In the FGCS5'82 conference held in June 1983, MITI
and [COT announced that major software developed in
the FGCS project should be placed in the public domain
as [COT Free Software (IF3). * Since then. 77 programs
including the PIMOS and most of new application sys-
tems have been released. Till now, we have had more
than 8000 time accesses 1o Lhe TFS by ANONY IS FTP
th rough the Internet,

Achievements of the Follow-on project will also be
placed in the public domain as a part of the IFS. This
will complete another goal of the FGOS project that the
project should contribute to the global computer science,

3.1 Porting the KL1 and PIMOS en-
vironment to stock hardware and

0Ss

As a target system and language for the porting, the
Unix operating system and the lenguage O were cho-
sen because of their incomparable pepularity in the com-
puter research world.

The language C is, unfortunately, not ideal for KL1
implementation. However, as cur principal objective of

*For the information o IFS, please mail wo Hafiicot.or jp.

this implementation is to provide a portable system, we
attached greater mipartance to ease in porting to a wide
range of systems than to sbsolute performance. Unix
is not ideal cither for parallel langnage implementations,
as its standard inter-process communication mechanisms
are rather weak., More atiracltive extensions have been
proposed recently that may enable more efficient imple-
mentation but again, we make more of portability and
will stick basically to a very standard subset of Unix fea-
tures, Although we place priority on pertability over all
glse, the systemn would not become useful without attrac-
tive efficiency.

Considering these conditions, we started development
of the KLIC system. It is regarded as a tool or an en-
vironment to create a KL1 and PIMOS environment an
Unix-hased machines. The KLIC system includes a com-
piler which compile KL1 programs into C programs as
shown in Fig-6.

The KL1 language specification will remain basically
the same. Some of the meta-level programming features,
auch es the shoen construct, may be altered slightly to
work well with the Unix system.

Currently, the KLIC system plan to cover three differ-
ent kinds of Unix systems as the hardware platform of
the system.

Sequential Systems: Sequential Unix systems, such as
low-price personal workstations, would be effectively
used in the early software development phases.

Multi-Processor Systems: Unix-
based multi-processor systems would provide high
performance, An implementation on systems with
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enough processors will outperform PIM systems in
the future,

MNetwork-Connected Systems: Sequential Unix sys-
tems connected with standard ethernet would pro-
vide reasonable performance without too much
hardware cost. Many multi-processor systems con-
nected together with high-performance netwarks
wonld provide maximum performance.

Our development and release schedule is roughly as
follows.

o The first sequential system for application users is
expected in October '03. This version will provide
a reasonable software development environment for
debugging and performance analyses,

» The release of the first parallel system is planned in
the second quarter of '04.

Warious improvements are planned after these releases,
For higher execution efficiency, enhanced compilation-
time analysis is planned. For a better software devel-
opment environment, various utilities for debugging and
performance analysis will be ported from the PIMOS
programming envirenment. Automatic load distribution
libraries wil] also be ported.

3.2 Further development of knowledge
processing technology

Anather important task of the follow-on project is to
further develop knowledge processing technologies based
on the mathematical logic to be able to provide a more
practical knewledge programming environment making
full use of the power of parallel symbol processing pro-
vided by the PIMs.

We plan to conduct research themes as follows;

s Hnowledge representation languages:

1. A knowledge language,

QUIXOTE
2. A parallel constraint programming language
3. Theorem provers, MGTP

representation

+ Parallel knowledge processing applications:

1. Genetie information processing systems
2. A legal reasoning system

Research activities of these themes will be managed
to have a common general goal which is the collection
of knowledge programming experiences and the dtwelnp—
ment of important element technologies for knowledge
pmgTa.mm':nE.

As we are extending our application area for natural
scientific area to other areas as shown in Fig.-5. We have
recognized the fact that even if we could suceeed in the



Knowledge Representations Thearem Proving
)

—

(< )
FIMOS Kappa-P'

P KLIC <. LI

]
‘ Bachines Paralichf Sequential UNIX Machbses
e S i S T

Figure 7: Researcl: themes in the Follow-on project

development of 2 powerful deductive and object oriented
knowledge programming language like @UTAOTE and
use it, we should have a semantic gap problem between
this language and various knowledge fragments we want
Lo program.

Far example, legal rules or systems are usually believed
very logicai and consistent from & viewpoint of our daily
life. However, they are not complete nor well ordered
from a knowledge programming viewpoint. Thus, im-
plicit background knowledge has to be programmed.

To fill this gap, we should need to create new schemes,
rew thesries, new methodologies with which we can re-
structure or reorganize these knowledge fragments and
related background knowledge so that we can pregram
them. In the next century, this problem shall be & main
research theme for knowledge processing and the FGCS
technology will be an indispensable tool to carry out this
research.

4 Conclusion

As described above, achievements of the FGCS project
can be considered to be classified inte two classes,
namely, parallel symbol processing technology and
knowledge processing technology.

As [ar as the achievements classified inte parallel svm-
bol processing are concerned, the KLIT system will dis-
seminate them very effectively, It is very fortunate that
many MIMD parallel machines have started to appear
quile recently and will help the dissemination.

As small KL1 programs run on a personal computer,
this will be beneficial for students to learn the KL as an
interesting example of parallel programming languages,
On a large-scale parallel machine, practical applicaticn
systems are expected to be developed linking KL1 pro-
grams with C programs, Fortran programs and so forth
on the Unix environment,

However, dizszemination of the achievements classed
inte knowledge processing will need more effort because
the knowledge programming environment we intends has
not been integrated as concrete as the KL1 and PIMOS
environment. It is still 2 group of several independent
programs such as the theerem prover, MGTP, the knowl-
edge representation language QUIAXOTE, the experi-
mental application system, HELIC-II, and s0 on. We
hope aur further effort to develop these programs will be
able Lo attract many researchers in many places.

Fertunately, dissemination using a scheme of ICOT
Free Software (IFS) is well received by world’s re-
searchers. It is very encouraging that more than 900
pecple have accessed the IFS from more than 30 coun-
tries and about 800 people from domestic sites although
most af the IFS programs will not run without the PIMs.
With the KLIC system, these people shall be able to have
an environment in which they can actually run these
programs. We hope that IF3 programs will be a use
ful infrastructure for their research and will be further
developed in many places.
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