ICOT Technical Report: TR-0771

TR-0771
Co-HLEX: Co-operative Recursive LS1 Layout

Problem Solver on Japan's Fifth Generation

Parallel Inference Machine
by

T. Watanabe & K. Komatsu (Hitachi)

April, 1992

i 1992, 1COT

Mita Kokusa Bldg. 21F (03 3456-3191 5
|( :O'I 4-2% Mita 1-Chome Telex ICOT J32964
Minato-ku Tokyo 108 Japan

Institute for New Generation Computer Technology



Co-HLEX: Co-operative Recursive LSI Layout Problem Solver on
Japan's Fifth Generation Parallel Inference Machine

Toshinori Watanabe and Keiko Komatsu

Systems Development Laboratory, Hitachi, Lid.
19 OHZENIE ASAO-KU, KAWASAKT-SHE, KANAGAWA, 215 JAPAN
Tel: (44 966-9111, Telex: 3842-577, Fax: {0d4) B66-6862

Abstract

Co-HLEX is & co-operative hierarchical lavout problem
solver developed as an application program of parallel
inferénce machings; Mulii-PST and PIM. The kernel of Co-
HLEX is a hierarchical recursive concurrent theorem prover
micknamed HRCTL, Duc to its recursive nature, HRCTL has
u size of only CH{1,000) lines in KL1: the kemel language of
ICOT. Due to its stream-parallel and distributed memory
architecture, nearly linear time complexity could be anained.
Maorcover, shape and wire abutment among modules running
in paraliel coufd he made passible through message passing
co-operation. In this paper, a brief overview of Co HLEX 13
given with its application 1o bipular-analog LS1 layout,

1 Introdoction

The maim sode of Co-HLEX development in Fifth Generation
Computer System project was 10 find some answers 1o the
following guestions;

(1} Are there any real-world problems which require
symbolic, parallel problem solving?

(Q2) 10 they exist, can we find any new parallel alporithms o
solve them?

(3 Canowe find elegant descriptions of these algorithms?
(4] Can we exccute these descriptions effectively on Mulii-
P5lor PIMYT

(£35) What are the new break-throughs brought about?

{C30) What are the new problems to be pursued further?

We picked up an L3T tayouw problem due e the Tollowing
EAS0Ns;

(REY Tnis and will be one of the gigantic real-world problems
requiring massive computation power. Al presenl, the
mumber of reclangles contained in the layowt of 1 cm?
DRAM chip is almost equal 1o that of 100 m? rectungles
covering Japan. Mew ideas including parallel computation
are greatly reguired w cope with this complexity.

(R2) Bath development and enbancement of a layout system,
with more thun |omillien-lined program codes, consume
huge amount of programuners’ unrewarded laboer, The
possibility of more elegant program descriptions should be
investigated.

One of our ideas 15 the vse of the recirsion principle 1o

reduce it [Kleene 1952]. The other is the use of a sireamed
parallel process network computation model 1o give an
elegant descriplion of mutvally related layoul objects, We
nicknamed vur algorithm HRCTL (Hierarchical Recursive
Concurrent Theorem prover for Layout). The kernel
language KLI1, which runs on Multi-P51 and PIM, can be a
powerful 1oo] to implement them.

{R3) The ctassical divide and conquer - the hicrarchical
problem solving - works well as long as subproblems
correlate weakly, In case of LSI layoul, this premise cannot
be sulliced. Neighbouring modules are not independent in
that they should have abutted shapes and wires 1o avaid dead
spaces. Our idea is the use of communication mmong
miodules o solve this AN typed dependency.

In the following, Section 2, 3, 4, und 5 give basic
concepts, an overview of Ca-HLEX, a briefl complexity
consideration, and experiment results, respectively, Based on
themn, we hope to assert thar parallel symbolic computativn
can contribute much 1o LST design automation.

2 Basic Concepts
2.1 Layout Problem and Solution Representation

The criginal layout problem which Co-HLEX solves can be

specified by a Prolog goal:

- mode solve_a_layoutproblemi+,- +,+).

T- salve_a_layoutproblem{CirNel, LPlan, Proc, Consir).,
where argumenis have the follwing meanings as shown in
Figure 2.1.

CirMNet::= A circuit network represenied by modules and
modude connection nets,

LPlan::= [POtree, Wires].

PQtres::= A quadiees |Samet 1984, Oren 1982, Lok et al,
1986] representing a placement by a slice hierarchy each
node of which carries g module name placed in the slice
and peripheral connector names placed on aorth-, west-,
south-, and east-edge of the slice,

Wires::= [[Conns, Lines] | Wires).

Conns::= Set of peripheral- and inner-contiectons of 4 nel,
MNide that induced connectors are peripheral connectors of
submodes. Inoer connectors include terminal poings and
vias. Vias are through-holes connecting ditferent silicon
layers on the chip. An induced connecior is introduced at



each pomnt where a wire crossses a slice edge.

Lines:= Set of ling segments spanning two connectors of a
net. [t includes connector names on both ends, the muin
layer name, and the line width.

Proc::= L& fabrication process name which affecis
geometrical shapes of modules, usable wiring layers, ling
width, minimum allowances among objects, and others.

Constes= A Dist ol constramts ncluding a set of proximily
conditions of modules, vsually called "Pairs”, the wpmaost
PL {planned layout - a planned chip size; Width and
Heght, und a set of planned penpheral connecior
placements).

2.2 Recursive Problem Solving

The shicing structure representation of a layvout permits us the
following recursive problem solving.

(51 10 the moduele is an indivisible leal cell, imporr its layout
from a library, If the module is a divisible block, divide the
original layout problem, composed of a circuit data and a PL
{planmed layout), into at mast 4 subproblems, each having a
homnclogons structure with the original problem.

{52} Solve all the subproblems in paraliel using the recursion
principle. If much processing elements or PEs ara availahle,
fork these subproblems on different PRs.

(533 Aggpregate finished layouts of subproblems following
the placement plan given in (51) 1w generate the layout of the
arigingl problem.

2.3 Problems and Solutions

{SL1) Pre-compilation of circuit net into a quadines

In (51) above, the original planned area should be divided
mto at most four slices, the circuit should also be divided
mte relevant number of subcirewits, and their embedding
plan into slices should be made. To avoid the uniractable
computational complexity caused by these bwo divisions and
ane embed, the CoMNet s tunsformed into a guadtree-shaped
process network named CMPN (Circuit Module Process
Merwork) before lavout peneration. Each node in the CMPN
5 o process having message-passing slreams among ils
upper and lower nodes, Each leal node of CMPMN Teprescents
a module in CirMet but a non-leaf node represents a hlock
mardule newly delined in this ransformation. Modules
specified as o pmr by Constr are compiled ino an identical
ke mear the Teal of CMPN 1w assure muteal proximity, The
main role of CMPN 35 the layout generation, ie., module
placement and inter-module wire generation. If the module
placement opalogy, ie., in what guadramt each subcircmit
showld be placed, can be given tn the stage of CMPN
generation, lnter placement task is fairly simplified.

(8L Venical co-ordination of module shapes

As subproblems are solved m paraltel in (52) above, non-
abuiment of their final shepes might happen. Tn thar case,
chip area will be enlarped due to many dead spaces among
modules. To avoid this, the planned shape of the subslice in
which a subcireuit is being placed is descended down 1o the
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Figure 2.1 Circuit and Layout Representations

subcircwit as is planned shape. See Figure 2313

{5L3) Horizontal co-operation in wiring

Wire abutment among modules running in parallel had been
an unsalved problem in LSI layout design auomation. This
problem is solved by way of runtime co-operation among
nodes in CMPN. The induced connector processes (See 2.1
are used Tor this purpose. Each of them holds a CERW
{Current Existence Range of a Wire on a shoe edge), As the
first task of wiring, each node process in CMPN tries 1o
narrow CERWs of its peripheral connectors on the north-,
west-, south-, and cast-edges. If o CERW intersecis with two
internal subslices, then the CERW is narrowed 1o one of the
two ntersections. Among the two candidares, the one which
has beth enowegh wiring capacity and minimuem wire length
with inner connectors is selected. For feed-through nets, 1.2,
nets having no inner connectors, the CMPN node eagerly
wails For o completion of narrowing action by some
netghbour node 1o avoid uscless wire bend generation. See



Figure 2.2(2).

{5L4) Wiring dircction control o reduce co-operation loads
Although the CERW narrowing co-operation is useful in
paaradbe] wiving, it 1s expensive doe o the repeated peripheral
connector inspections. This s pariicelary true for cell winng
where tremendously large number of cells anend in the co-
operabion. To reduce useless co-operation, wiring direction is
co-ordinated in cell wiring. First, in all the cells and for all
nets, partial wires are generated that connect inner- and
peripheral-connectors on south or east edges. Each CERW
on these edges is nanowed into a point where the wire
arrived (SE-wiring). Then, NW-wiring follows. Finallly,
non-directional feed-through wiring (ND-wiring) is made.
Pue to the CERW reductions in twa prévious stéps, much
eaper-walling co-operation im ND-winng can be avoided.
See Figure 2.7 (3),

{2) Horlzontal

(1) Vertical
Co-operation

Co-ordination
w P1

P2

P21 Pz

* P2 walts P
] P
Vs

P2
P21 L]

(3) Glabal Wiring Direction Control

F

HW-Wiring

?EI

Il i) SE-Wiring

HD-Wiring

Figure 2.2 Problem Solving Heuristics

3 Overview of Co-HLEX

An overview of Co-HLEX is given in Figure 3.1, The main
componeints of Co-HLEX include: o set of original dara, 110
functions, 4 backup memory, a problem solving kernel based
on CMPMN, and a wemplate Hbrary,

3.1 The Prablem Solving Kernel

The problem solving kernel is a guadiree-shaped process
network CMPN thar generates a chip layour, Before the
layoul generation, each node of CMPN has anly circuil data
meluding a module name, the module property, a list of net

names connecting this module 1o others, and a st of
subcircuit names. Afler the layout, a set of layout dara is
added to each node including: a name of the layoutframe
(parametenized slicing templatg) vsed 1o shice the node, an
enveloping rectangle siee, a list of slicing poinis in the
rectangle, a list of submodule names in each slice, a list of
adopted wiring pattern name for each nel, and a list of
peripheral- and induced-connector names.

3.1.1 Problem Solving Steps

The overall layour problem solving is performed by the
follwoing steps.

(5T1) Placement: A placement message containing a PL - a
list of planned shape and planned peripheral connecior
placements - is sent @ the wp node of CMPN from the top
level co-ordination process. Then a set of placement actions
based on HRCTL is performed by CMPN processes.

(8T2) Winng preparstion: Upon recerving the placement
completion message from the wp node of CMPN, the co-
ordinator sends a wiring preparation message 10 it. Then a
sel of wiring preparation actions are made by CMPN.

(5T3) Wiring non-tlerminal power nets: Power supply nets -
Veo amd Vee - have different widih from other signal nets.
As they offend the laver, they are wired first, The co-
ordinator sends a messape 1o the lop node of CMPN 10
envoke recursive [erwer wiring actions.

(AT4) Witing non-tenmunal sigaal ners: The co-ordinalor
sends a message to the wop node of CMPN 10 generate signal
nets. Then a set of wwmg actions based on HROTL s
performed by CMPN processes. Recursion terminates when
it reaches 1o a cell node. A that time, the CERWs held by
CONNEClor processes contract 1 the magniude of cell size.
{5T5) Wiring nets in cells {SE-wiring): The co-ordinator
sends o messages 10 the wp node of CMPN 1o do SE-wiring.
This message is passed down 1o cells. Cells which have inner
connectors such as base-, emilier-. collector-contact, cic.,
that should be wired 1o peripheral connectors on south or
cast edges, wires all these nets, Afier this, each CERW on
these edges reduces w a point where a wire rcached. As
fayoul rules such as wiring obstacle avoidance, minimun
allowances between layout objects, e, should be sulfived
s0 the maze-rower of Lee [Lee 1961] was used with some
madifications.

(5T6) Wiring werminal nets in cells (MW-wiring): Similar 1o
that of (ST5).

(STT) Wiring terminal nets in cells (ND-wiring): The co-
ordinuor sends a message 10 the 10p node of CMPN w do
MD-wiring. This is for feed-through wires which only pass
above the cell without any innér connectors. All the cell
nodes make feed-through wires in parallel co-operation.

1.1.2 Placement by HRCTL

(5T Termination of placement: When a erminal cell node
in CMPN receives a placement message from above, it
imports lavout data from relevant layoutframe in the



template library.

{5T2) Subproblem generation: When a node - call it CN - in
CMPN is a non-tlerminal module, il ggnerates subproblems
as follows. It sends its own PL and a list of its subcircuits
with their estimated areas 10 a subproblem generation
planframe (planning frame) in the hbrary.

The planframne sends requests 0 all layoutirames w make
and evaluate possibie slicing of PL and embedding of
subcircuits o denved slices, The evalualion is made in
view of the estimaled wire length among inner- and
peripheral-connectors, the estimated layoul aren, and
estimated distortions of realized layout from the PL.
Reveiving the best plan and the relevant tayout froume nane
frem the planirame, CN memorizes them. Then inter-slice
wirlng is made by a wiring planframe relevant o the chosen
layoutframe. In the first step of this wiring, CERWs of
peripheral conneciors are narrowed. Then inter-slice wires
are planned for each net, Cnly ahstract wiring plan is made
as shown in Figure 2.1 Wiring patlerns allatched 1o the
chosen layoutframe s used. As the final wircability largely
depends on the wire congestion on slice edges. so the wiring
resource conswinption on these edges shoold be balanced. To
do this, the idea of wiring resource vector 18 imroduced. It is
a fist of maximum possible wires thoough shice edges. In
selecting a wiring pattern for each net, the resource vector
comsarpihion is analyeed Toe all the possihle pattens aml the
best one 18 selecied. New induced connecuons are given, each
having o CERW identical o the edge length on which it was
defingd, Induced connector processes are newly spawned,
each having a message stream o CNL Finally, subproblem
definition planframe is envoked o give all the PLs for all
subcircuats. The planframe defines PLs by using derived
subslices and their peripheral connectars and descends them
to lower CMPN nodes, Streams to penpheral connectors are
also descended o assure subsequent narrowing actions by
subnodes, Notice that by this combination of placement and
wiving, FLs of subcircnits homalogous 1o that of parent CN
could be gencrated.

(5T} Recursion: All the subnodes of CN are invoked in
parallel w solve their problems. When many PEs are
availahle, they are spawned on different PEs.

15T4) Placement aggregation: Layout aggregation planframe
is invoked by CN I0wants for the completion message (rom
afl subnodes and afier eceiving the message, i ageregates all
the reafized layouts of suhnodes to generate the CN lavout,
The layoutframe chosen in (872} is rewsed here to give an
aggregation scheme. But when it gives a large dead space in
CN layour, lavowtframe swapping 15 tned,

ALY Wiring Preparation

To make dead spaces usable in wiring, they are compiled
into CMPM as dummy modules. Module placement poinis
are detenmingd in world co-ordinate with 5 orgin &t not-
wesl comner of the chip, After the dead space compilation,
connector processes generated 1n placement become
unusable, so they are killed, A CWPN - Cell Wiring Process

Metwork approximating the meshed cell - 15 newly generated
under each cell sharing a convnunication stream with the
cell. Wiring ohstacles in each cell are examined by using the
relevant lnyoutframe and written o CWEPN,
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Figure 3.1 Overview of Co-HLEX

31.1.4 Mon-terminal Power Met Wiring by HRCTL

(8T 1y Termination of wirtng: Wihen CM is a teominal node
having no inngr power conneclors, if only ascends @
completion message 10 its upper node. nherwise, a power
wire lermination planframe i invoked (0 penerale power-
wirg conngclors in the cell.

(5T2) Subproblem generation: When CN 15 a non-lerminal
block with inner power connectors, a planframe is invoked 1o
extend power wires along slice edges reaching o subslices.
(5T3) Recursion: All the subnodes of CN run in parallel o
miake power wires.

(5T4) Wiring apggregation: Apgregation planframe Tor power
wire i3 mnwveked by CN. I wails for the power wiring
completion messages from subnodes and determines the
width of CN power lines based on electrical considérations.

J.1.5 Non-terminal Signal Net Wiring by HRCTL

(8T Termination of winng: When CN s a terminal noede, it



only ascends a completion message.

(5T2) Subproblem generation: When CH 65 a non-terminal
block, it penerates wiring subproblems by using the same
method as explained in 3.1.2 (5T2). As the module
placement is already given, only wirng achion is repeaied.
CERWSs of peripbieral commectors are narrowed first, Then
wires are made giving new induced connector processes.
Their names are descended down to subnodes for recursion,
{8T3) Recursion: All the subnodes of CN run in parallel to
zolve their problems. When many PEs are available, they are
spawned on different PEx.

(ST4)} Witing, sggregation: When CN receives compietion
messages from all subnodes, it ascends its own completion
message.

A L6 Wiring Terminal Nets

(5T Wirable met detecnon: Each terminal CM, in this case
o lerminal cell, finds a net that has at least one fixed
peripheral- or inner- connector. If such a net is found, CM
broadeasts the pet name, s connectors, and usable wiring
layers at these conneciorns W s CWEN,

(5712} Pre-processing: Using the broadeasted information,
CWPHN chanpes the passage cost on ils nodes. High costs are
given to nodes in wire inlabition area.

(T3} Wiring & net: Modilied maze rowting is performed on
CWEN o [ind wires among given comnectors,

(574) Post-processing: Upon completion, the CWPN node
on which a connector or a wire is placed i given a high
passage cost. Fmally a completion message is sent 1o CN,
Then other net s tried from (5T1.

(5TSY Wiring other nets: After memolizing the reported
wire, the cell repeats step (ST 1) uniill all nels are wired,

X2 Template Library
3.2.1 Plan Frames

Flanframes are a set of procedures used by CN as explained
i AL Mamy of them are fayoulframe specific.

{1} Choose an appropriate layoutframe for subproblem
generation.

i2) Evaluate a proposed plan for placement or wiring.

{3} Generale subproblems for placement or wiring.

(<) Descend subproblems down 1o subnodes,

15) Aggregate subproblem selutions for placement or winng.
6 Other functicns,

3.2.2 Layout Frames

Layoutframes are lemplales, or types in other words, for
lavout.

(1) Block level lavoutframes: Slicing templates of arity 1, 2,
i, and 4 comanmpg several slicing structure variants.
Template speeifhe winng patterns are included.

(23 Cell level layoutframes: Parameterized configuration
templates of ransistars, resisters, capaciiors, and connecters.

3.2.3 Layout Rules

{13 Cell size defimtons (depends on fabrication process).

12} Allowances (same, admissible gaps berween objects).

{3) Wiring rules (same, wiring layers and their usabiliy by
signal and power nets),

3.3 1I'0 Functions
Lil CMPN Generator

(ST Input data: The original circuit net CirMNet and the PL
of the topimost chip.

{5T2) Process network generation: Circuit modules and nets
are transformed inlo processes and their connections are
replaced by streams giving a CMPN - Circuit Module
Process Nerwork.

(5T3) Module shape alignment: Align-shape message is
broadeasted e CMPN from the top co-ordinatar. Divisible
modules in CMPN such as resisters divide themselves to
give aligned heights o those of standard transistors. As a
result, an enlarged CMPN s gi\ren_

1514} Hierurchy generation: The flan CMPN given by (5T1)
i5 recursively partitioned 10 give a hierarchical CMPN.

332 Assignment of Processes on PEs

LAF {List of avalable processorsy is given 1o the op node of
CMPM, The top nowde divides LAP into the number of ils
subnodes in accordance wilh ther computaiion loads, As an
approsimalion of the load, wial number of modules in the
circutt 15 used. One of the PE s picked up from each subset
and a subnode is spawned on the PE. This process is
recurred until LAP becomes indivisible, Afwer that, all
subnodes in CMPN is spawned on the same PE.

1.3.3 Other Functions
Layour data in CMPN is written out 1o a display terminab,

4 Computational Complexity of HRCTL

Definitions.

Let PrBPTIR N} denoees a balanced CMPRN with R subnodes
and height N. Let leafi PeBPT(R, M) denotes the number of
leaf nodes of PrEPT{RE N). Let no{PEs) denotes the number
of parallel processing elements on which ihe problem
FrBFTIE.N} is solved by the HRCTL algonithm,

Supposilions.
All the nodes of PrEPT(R, N} consume the sime camputation
power., Instantaneous communicalion mong processes s
possible without any computation load. The ol elapsed
ume of processing on cne PE is proportional 1o is wonal
computation load.



Theorem.

For PIBPT, HROTL has the time complesity ol either
Odlop bealiPrBPTIR, N

of O logino PE+leafl PrRPTR N el PE)L

The lanter s the vswil case where large problen is solved on
bited PEs.

Froot.

Cuse | nodPEY 2= tealiPrBIP PRS0 0 The presdent BE s
the bottieneck provessor which recerves the wopenost mode of
PrBE TN B processes maximum number of nodes amang
PEs. The maximm numbier is logileafiFrBFTIR.N D)L
Chapse 2 nof PR =< lealf PP T M o The president PE s
also the bolenech processor. Uil the deph of logino PE)D
15 reached on PYBPTOL MY, case | applics, Adter i, cach PE s
abbiged o solve all the unsolved podes in psewdo parallel
iwade. Here, the pusnber of vosolved nodes s

leal Py BIT R M PEL As the president PE Gaces the twa
siuations sequentially, they should be added o give the
fuagd i PE b =leal{ o PTUR N 0 i PEF complexity, QUETL

5 Experiments
5.1 Experiment Design

(1) Main objectives: The main objectives of the experiment
are the verifications of:

QEL. Parallel placement and wiring capahifity,

OFEX Wire leogth and ehip ares reduction by vertical co-
onclination arad holieontal co-operation,

OEL. Enhanced computation speed,

OE4. The program size reduction and maintenability.

(2 Used orrcunt and fabrication process: A real bipolar
analog circwit with 1019 modules and 683 nets are used in
the experiment. 14% pairs were given as Constr. Aflo
modole shape alignment, CMPN Lad 1299 modubes and 901
nets. The height of generated CMPN was 14, From this
original circuit, 254-, A8%- amd &10-moduled subcircuins
were extracted for computation speed measurement. A
bipolar analog fabrication process with 3 wiring lavers of
AL, AL2, and ALY was assumed. The first lwo are for
signal pets and the last ane for power nets. For signal nets, as
much ALD should be used as possible to atain high
electrical quality. Tradnienally, ime consuming maze-rouler
15 usually applied to this prohlam.

5.2 Experiment Results

Figure 5.F: Example chip layout,
Figure 5.2 Computation speed,
Figure 2.3: PEs vs Speedup.
Tuble 5.1 : Scale of Co-HLEX,
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1 ]

1299 modules, 683 nets, 623 sec/Muli-PS1.64PEs
Figure 5.1 Bipolar Analog Circuit Layout by Co-HLEX

5.3 Considerations

(1) The possibility of parallel layout problem solving.

Tliis Turs been proved trough the experiment. As far as we
know, Co-HLEX 15 the Oirst svstem that can ahut layouts -
module shapes and wires - by rustine co-operation,

(23 Quality of Generated Lavou: Wire length and chip area.
Throvgh observanons of Fegare 5.0 we notce that both
compact madule placement and wires without useless bends
could be generated, By the rentime wire abutment co-
operation, raditional channel arcas w patch inger-submodule
wires could be dinvinished. This contributes 1o chip area
reduction.

(3 Computational efficiency.

Figure 5.2 shows the performance of both Co-HLEX on
Multi-PSI/64PE and a practical layout system on a main
frame. Co-1ILEX has a time complexity of nearly Qi)
Here M is the number of modules in the circuit. For the 1299
moduled circuit, o ook oly 623 sec. This extracidinary
outperforms the treditonal svstem. Also, nearly linear
pecdup could be antained as shown in Figure 5.3

{13 Program size and mainiainability.

The O000-lined Co-HELEX remarkably ooiperfonmes the
QU O 0% -gized  raditional implamentations. See
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Table 5.1 Scale of Co-HLEX

Subsystems KL1.Lines
Kernel 620
Planframes 2648
Layoutframes 1180
Layoutrules 684
Utilities 865 |
Total 59497

Table.5.1. This is due 10 the recursive HRUTL algonthm.
Highly modularized program descripiion was possible on
streamed-paralle] dataflow computation model offered by
KLI1

6 Conclusions

6.l Results

i1} A co-operative hierarchical layout problem solver named
Co-HLEX was developed in FGCS project as an application

program of Fifth Generation Parullel Inference Machmes

{25 The kemnel algarithm of Co-HLEX is HRCTL which is a
hierarchicil recursive concurrent theorem prover for layouwr.
Taditional wiring channels could be avoinded due 1o s
runtime co-operation o abul module shapes and wiring
conneelors.

(3} Due 10 the recursive nature of HRCTL. Co-HLEX 15
nearly @,000-hined 10 KIL1 which remarkably oumperforms
traditional LS1 layout program implamentations.

{4y Nearly O(N') time performance could be attained duc
1 the streamed-parallel and distributed - memory archileciure
of Co-T1TILEX which greatly outperforms traditional methods.

6.2 New Problems

Programmers are in the well-known plan-do-see cycle. The
non-repeatablity of parallel computation often desiroyes the
loop and deteriorates debugging efficiency. A programnung
environment for parallclism would be one of the most
impartant tasues 10 be studied further,
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