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Abstract

Thiz paper considers wlist miakes contens of & conversation in natural languages el
ligible ro all kinds of users of consultation systemsa. Uisers of the consultbion systems have
an interesting charactenstic. The system cannot expect a user to understand all questions
that are needed to be answered far anlving his problem, even though he knows all the refsred
fects, 1f these questions are not expressed in a proper way, It is one of the most difficult
point 1 make an intelligible question te the user. By analyzing actusl human consultation
conversations, we define the intelligibility and propese a new algorithm for generating intel-
ligible questions by wsing user models and the problem domain knowledge, followed by an
implementation.

1. Introduction

This paper considers what makes contents of a conversation in natural languages easy to under
stand in consultation systems. A consultation is a conversation between two persons. a consultant
and a consultee. Normally a consultation starts with the explanation of his problem by the con-
siltee. Then the consultant makes some questions and the consultee follows them with simple
answers of more detailed explanations of his problem. At the end the consuliant shows a solution
to the consultee. One of the most dificult point to build a systemn that can perform this kind of
conversation 15 how to make questions intelligible to all consultees, i.¢. users,

Currently. two methods are proposed concerning this “rmlelligrbrhiy . One method utilizes
user’s plans 1o make a smooth conversation. In such researches, (1) methods to recoguize a user's
plan, (2] methods to construct and extend the user model based on his plan, and (3) methods to
teply to a nser ntilizing the user model have been considered. For example, Allen has proposed a
method based on an analysis of user’s intention to recognize user's plan [1]. Kaplan has proposed
a method to detect user’s belief which is presupposed by a user, and also has proposed another
method to reply to a user indirectly utilizing this presupposition [6]. Carberry has been tackling a
method to recoguize user's plan [3), and has proposed a method for it using default inferences [4).

These researches commeonly and implicitly assume that a user has his own plan for the goal of
liis conversation. However, we cannol assunie that the user has his own plan for how 1o reach the
goal of the consnltation conversations. A wser seldem has enough knowledge on the consoltation



subject. This means that a smooth consultation should he achieved without relying on a user's
plan.

Paris[8] and Moore and Swarlout[7] has proposed other methods for 2 conversation with users
who have low level knowledge of a conversation suhject. Paris’s system tailors a reply to a nser's
guestion according to the knowledge level of the user. Moore and Swartoul’s systein tries to make
an intellmible reply Lo a wser's guestion ubtilizing both structural knowledge of a conversation
domain and dialogne context. Hewever, both Paris’s system and Moore and Swartout's system
only reply to the questions users make. Their methods are not directly applicable to make
intelligible questions which are needed in building consultation systemns

There is another prnb]em to burld consultation systems which the above researches have not
deall with, that is, a strategy to extract necessary mformation from the user smoothly and speedy.

This paper proposes a new framework which allows a systen to perlorm a simooth and intel-
ligihle consultation, which is effective to aolve the nser's problen. In order (o introduce “intel
ligihility™ inte a conversation system, we utilize information and knewledge which relate to the
consultation goal, and which a user understands and maintains. !

Tn the following sections, a method to bring ntellgibility inte a conversation is proposed.
Section 2 defines intclllgil:ri].it:; and section 3 shows mformation and knowledge for a consultation
goal in order to introduce mtelligibility into a comversation. Section 4 explams a mechanism to
realize intelligibility.

2. Intelligibility

In this section, we try to define the concept of intelligibility by observing and analyzing intelligihle
consultations about making patent licensing contracts. Figure 1 shows an actual, originally in
Tapanese, conversation between two persons. The consultee is an ahsolute novice 1w making a
contract and does not have lus own plan. The consultant, an expert of a consultation about
contracts, controls the conversation smoothly without using any technical term. However, at the
same time, he sneceeded in extracting enongh information to make the contract.

See the utterance E03 of Figure 1. It is a question issued frem the consultant in order
to get information who the licensor? is in this contract. Since objects such as “licensor” and
“licensee” are technical terms, the consultee, a novice, is not familiar with these words and may
not understand the direct gquestions like “who is the licensor? However, he should know who
awns the patents and understands the question “whe owns those patents?™ which iz sufficient
to olbtain the wame of the hicensor. This is possible because the consultant knows two things :
that the consultee has the mformation of a related matter to the fact that whe owns patents,
and that the owner of those patents is equal to the licensor. E05 is also of this kind of questions.
The consultant who would like Lo know what is the licensed product in the contract should ask
“for what prodncts you wse them(the patents}” by utilizing a relation “using patents [or somie
products”.

The second important point appears at the utterance E09. The consultant seems to utter
FAYS supposing that the [ollowing constraint relation is known to the consultes @ a party who uses
patents of anather party produces and sells some products. The reason for this is :

If the comsultee has this constraint relation m his mind, he may apply it to his own ut-
terance MN0O2, and he may already he conscious of the result of this application, that is,

"Thoogh a user may ot have a definite plan for how to reach the goal, he should know the final goal
of a consultation. The fact that he comes to consult implies that he knows the final goal.

*A licensor is a party who gets compensation {rom another party. A licensee is an opposite to a
licensor. In this case, the consultes is a licensee,



Fii: Hello, what's happened to you7

N2 We usc patents for our products.

Ed3: Who owns those patents?

i Company G.

E05: For what products you use them?”

NOG: A heater of blanket,

E07: How many patents of Company G vou use now?

NO&: Now, only two. We've known of the fact already, and the other company has been claimed
from Company G becanse of using Company 's patents.

Eixi: S, wom v prclrlur.t:rl and sald those produn:.l.ﬁ, haven't vou?

N10: Yes,

E1l: How long, and how much?

N1Zi Yes, for about 5 vears.

13 About 5 vears, maybe you have sold a lot!

N14: Yes. Butl I don't know its quantity.

E15 You have to pay for the past release, QK7
And.... Company & probably has other patents, doesn't it7

MN1G: Me, it doesn't have any other patents for that product, at least now.

E17: At least now......

Mb: (B*, N* denote utterances of the consultant and the cousulise, respeotively)

Figure I Dialogue Example 1, for a Novice Consultee

the consulies’s having produced and sold some products, or he may he able 1o couscious
of it. Therefore, the consultant is able to confinm pesitively as “so. vou've prodoced and
sold those products, haven't you®" Oppositely, if the consultes didu't have this constraint
relatinn as his kuowledge, he may nol have understood relationship between his utterance
X02 and a state of affair of his having produced and sold these products. In this case, the
consubtant would be ready to ask the consultee negatively as “I think maybe vou've pro-
duced and sold those products. Is it iglt?", because the consultant would take care not to
make conversation go beyond the consultee's knowledge level and perform the conversation
smoothly,

The third abservalion covers many parts of the conversation. The consultant supposes that the
consuitec maintains information related to the contents of consultant's queries. In general, when
asking some matter to a conversation partner, the consultant can make more smeoth conversation
by considering whetler the matter is known to the partner or not. For example, when a questioner
doesn’t know whether a partner has a watch or not, it is better to ask “do you know what time
it i7" than te ask “what time is it?". If the partner does not have a watch and &= asked “wlal
time is it77, he cannot directly answer to the question. This gives a damage to the smoothness of
the conversation. By asking “do vou know what time it is?”, the questioner can keep the partuer
away from a situation in which the partner cannot answer to the question. In Figure 1's case the
eomsultant supposes that many kinds of information are known to the consultee. This depends
on the fact that the consultes utters that e himself uses the patents, and he uses them for some
products at the beginning of the conversation. Without such utterances, the consultant ought
not suppose that the consuliee might have more information than he has already uttered,



E21: Please tell me about the licensee.

M2 Licensee 15 Matsushita Electric Industrial Co., Ltd., and its location is the ...
E23: Then, next about the licensor, please.

M24: It is Company G. [ don't know its location,

Mb: (EY, N* denote wtterances of the consultant and the consulies, respectively]

Figure Z: Dialogne Example 2, for an Expert Consultee

Two insights are paieed from these observations. The first is that the consoltane is able
to extract necessary information without using any technical term. The consultant changes
his viewpoint and uses infonpation and knowledge which are represented only by objects and
relations easy to understand for the consultes, T'he second s that the consultant must use
appropriate objects and relations, and those only if possible, which are ready to be introduced to
the conversation.

The easiness and appropriateness of constituents of a conversation is the main factor of miel
{igebeliry. intelligible objects and relations, and constraint relations ofler intelligible topics, and
wlelligilile Lopic contributes to & smooth conversation,

Another conversation shown in Figure 2 is also a consultation of making a patent heensing
contract, This conversation differs from the first one in the point that the consultee has some
knowledge about making a contract. In this case, the consultant performs a conversation differ-
enlly. For sxample, the consultant directly asks *who is a leenses™, and “whe is a boensor?”,
ete. However, the consultant still maintains another kind of mtellipibelity for the consuliee as well
as in the Figure 1. It is casilv-understandable for this consultee and is appropriate to perform a
CD[‘L'I.'ET.EE.tiD” uﬁj“g IE{'}I.]]]T'H! ‘If'r']'ll‘.i-r ."i].III:'ﬂ .II.F‘I Ilﬁﬁ fnir]}' IIiEII ]ﬂ""'..l kll"'ﬁ']!‘.i]gﬂ ?'I.II[I iy EI?'I.'\'I.': BEMT
plan of making a contract.

1t becomes clear from these sbservations that intelligibility is deeply concerned with relation-
ships lietwesn constibuents of a conversation and a knowledge level of a conzultes. It is necessary
te have a framework to express the knowledge level of a user, in order to bring intelligibility into
consultation systems.

Here we define “intelligibility” as follows : for some interlocuter constituents of a conversa-
tion, such as objects and relations, and constraint relations, are intelligible if and only il Lhat
interlocutor understands those meaning and usage, and is able to utilize them in a conversation
appropriately withoutl any diffiewliy.

3. How to Bring Intelligibility into Conversation Systems

This section explains knowledge and information which a consultation system must prepare in
arder to reply intelligibly to its user, and the meihod to reply wiilicing them.

First, the system needs knowledge what kind of user the current user is, f.e.a user is typified
by this kuowledge. Once he fs typified te a particular knowledge level, the system grosps which
objects, relations, and constraint relations are easy to understand for him, and which constraine
relations he attunes to. This knowledge level is called & wser type.  Second, it is necessary for
the system to have a temporal state of a user. This is a chunk ol information whicl the user i
thought to keep at some time point of a conversation. We call this information chunk as a ugser
model  Both user types and user models are used to reply to him intelligibly.

To represent a user's temporal problem state in a consultation, knowledge and information



ollier than nser types and user models are necessary. We call these knowledge and indormation,
problem {ypes and problem models A problem type corresponds to system's knowledge necessary
to solve & user's problem. A problem model is & chopk of information which the system considers
to he necessary to solve this problem.

Many systems perform a conversation appropriately, although they don't separate knowledge
and information of a user from knowledge and information necessary for problem solving, This is
parily because they deal with users who have their own plan. However, the separation is necessary
in consultation svstems to overcome one of the major problems in consultation systems - to extract
necessary information for problem solving fromm its wser i an a.pprn'prial:?. way. Tnl.rmhlci.ng nser
types and user models alse relates to this problem. Introducing problem types and problem
models has a relation to problem solving technigues,

In the following subsections, user types and user models are defured and the method (o hring
intelligibility inte a conversation is proposed.

1. User dype

An user tvpe 15 the system's knowledge about what kind of user o current wser is. Constituents
of e Ly e ares

(1) Qualifying conditions,
{2) Objects and relations which arc easy to understand for a wser,
i3} Constraint relations which are easy to understand for a user, and

(4} Constraint relations to which a uscr attunes.

Figure ¥ shows an example of user type. This example 15 wrnitten in the notation of soa [state
of affairs) with labels [5, 10]. * This user type tvpifics a user who is a lcensee bul a novice about
making a patent licensing contract,

(&) corresponds to Y1) gualifying conditions. * Uualifving conditions are conditions whether
a user is typified by this user iype or mol. They are used when the sysiem selects acceptalile nser
Eypes for the cacrent vser. The selection mechanism is explained later in section 3.7,

(2) Objects and relations which are easy understand lor a user’ corresponds to (b} and (o]
in Figure 3. This piece of kmowledge is used to cnable the system to keep mtelligibility by using
these ahjects and relations for a user af this nser tvpe. The content (k) says that objects and
relations velated to “producing” are intelligible to a user of this type. The system is allowed
to give such topics that are expressed i a relation “producing”, objecis “agent who produces”,
“products which are produced”, “places where agent produces produets”, “time when agent
produces products™.

‘(3] Canstraimt relations which are easy to understand for a user’ corresponds to [d] in Figure
3. The system is able to perform a conversation supposing that the user of this Lype understands
this comstvaint relation. {d} says that a nser easily understands a constraint relation thar a party
who produces products sells them, This allows the system which obtains information that the
party X produces products somewhere to apply (d) to it and obtain new infornation thal dhe
party ¥ sells those products somewhere. As a result, when asking a question related to this new
information, the svstem may suppose that the user knows this constraint relation. For example,
the system is able to ask positively to the user “so, you have sold these preducts, haven't vou?

TWe uses the situation thearetic notions and notations Sce [7]



(a) “user is a licensee”
{{being_a_licensee,object: “user”; 1))

(b) “user understands objects and relation concerning “producing™”
(lknow,agent: “user”,
nhjf.r.l::Hprudlm:,a.gmt:x,prnd||r.!.:1[', p].ac.e:ﬂ,tinw'.w;l:}};]_]l}

(c] “unser understands objects and relation concerning “selling””
{{hnow agent: “user™,
object:{{sell agent:X product:¥, place:¥, time:W; 1)} 1))

(1) “user understands constraint about “a party who produces products sells them™
f{]ﬂmw,ng:nt:"userh.object'.ﬂ'jmplies,
rell:{{produce agent. X, product: ¥, place: 2 |, time: W, .
rel2: {{sell. agent: X,product: Y, place:Z2 time: W1} 1)1}

{e] constraintl;“if user knows of a fact that he produces products.
then he also knows of a fact that he sells them”
{limplies,
rell:{{know.agent: “user”, object:({produce,agent:“user” product:¥,
place: 21 time: W, 1310,
relZ: [[know agent: "user”, ohject:{{sell agent: “user” ,product:Y,
place: 72, time: W11 )21}

Figure 3: An Example of User Type, for a Novice Licensee

Where have you sold them? % If the current user is not of this user type, the system would
either simply ask “Where have you sold those products? ignoring such a constraint relation, or
would tell afl the related things and ask “I you have produced thase products somewhere, then
vor might also have sold them somewhere, Where have you sold them?”

From (2} and (3), o semi-ordered relation of user types is derived. A particular user tvpe 111
is higher than another user type U2, when contents of {2) and (3} of UL include all the contents
of (2} and (3} of U2, This relation is utilized in section 3.3,

‘(4) Constraint relations to which a user attunes’ is a different kind of knowledge from () and
{3). [2) and {3) are the system’s belief about knowledge which the user keeps in his mind, but
{4) is the system’s belief about information which the user maintains temporally.

(2] in Figure 3 corresponds to (4). Tt shows constraint relations for extending user model as
cxplained in section 3.2. Some constraint relations exist hetween two states, s state thal sameone
lies some mformation, and a state that he has another information. Content {e) means that if

"Some inappropriate cases might oecur when asking this kind of questions. The latter part af the
system's ulterance ik performed supposing that the user maintains information about the places where
thie user would sell products. A method to remove this inappropristeness is explained 1o section 3.2



a user of this type has information being related to his producing then he also has information
being related to his selling. In case & user attunes to this constramt relation, after the system
elbtaing information that he has information being related to his prodocing, the system would be
able to advance a conversation supposing that he also has information being related to his seiling,
Lretails are explained in section 3.2.

3.2 User model

A wser model s a systemn's beliel about the state of the wser. Comsequently, it changes as the
conversation proceeds, It consists of two sorts of the system’s belief.

The first one is a chunk of information which a user has given to the system by his ntterance.
The svstem may regard a user's utterance as a part of wheole information which he keeps in his
aund.

The seeond ene is a chonk of information which the system believes this user is ahle to give.
This tvpe of information comes from the result of applying constraint relations to which this user
attunes, which is described in a user type. This allows the system to continue the conversation
supposing that the user keeps this kind of information.

Figure 4 shows an example of a user model. A user model is a set of soa's with lab2ls. This
exampls shows a user model just alter the wser uttered that he has wsed patents.

User models are ntilized in two phases for suluf‘ting illtemgible Lopics, The first ].-ha.se s o
check acceptability of a current user type. This will be explained in section 3.3, The second
phase is to know whether or not the system is able to ask a particular topic suppesing that
a uwser maintains infermation related ta this topic. Even if a person is ahle to undersiand a
relation, he might not maintain information related to the relation. People retain the conversation
smoothness by being conscious of this fundamental fact. T'he system has to properly suppose
which information the user really maintains.

There are two cases in which the system is able to suppose that a user has information being
related to the system’s query. The first case is when a content of its utterance is related to
aomadler wiich awonser really oltered befors. The syvstem may perform its utterance upon this
supposition, An example is shown in Figure 4. When the system wants to ask more information
ahout patents, the system is able to ask as “tell me about the patents, ” This is possible because
ilis wser rosd el shows Lhal the user lias i lormation abiont the facts that the wser uses the patents,
The second case is when a user type has a constraint relation. For example, when the constraint
relation, if the user knows the fact that he uses patents, then he also knows how many patenls
he wses, is in the user type of the current user, the system may extend the user mode] and know
that the nser knows how many patents he uses, This allows the system to ask as “how many
paatents do vou ase? | when the system wants to ask information about a number of the patents.

Conversely, there are two cases in which it is appropriate {or the system to ask & question

in an indireet wav like “do you know how many patents you use?™ The first case is when the

{luse_patent agent:“user” patent:patentl, timestimed; 1)) &
{loverlaps.time 1 time 1 time2: “now™; 1)) &

{Iheing a patent,object:patent L, pumber:stringd, countrycountry 1)} &
{I:i.le'lhg,_u_alring.ubitct:stl‘iﬂg&;lﬂl &

{I:Iin.nE_,a..l i.lﬂc,l:ibjl:(:l:ijli!t‘zil,'} &

Figure 4: An Example of User Model



user type deesn't contain the constramt relation. The second case is that when the system = not
ahle to extend the user model with the coustraint relation due to the lack of information if the
user uses patents. In these two cases Lhe user model does not guarantee that the user knows how
many patents he nses. Hence it is more appropriate to ask “do you know how many patents yon

use™”

8.5 Decision of User Type

The system checks acceptability of a current user type, selects appropriate one by using a user
model and a problem model. The gystem selects an appropriate user type by the following process
every time the user ntters.

L. Listing candidates of the current user fype
The system checks qualifying conditions of all the user types. (a) in Figure 3 is an example
of the qualifying condition. The condition says that a usger of this type must be a licenses,
The svstem refers a problem model and checks if the condition is satisfied. One of the
thres cases occurs alter this check, e the condition s ‘right’, ‘wrong’ and ‘unknown’. The
last one means that any condition is net applicable, Candidates are the user types whose
qualilving conditions are ‘right’ or "unknown'.

(4]

. Seleeting one user fype from cendidales
Since a user model includes all the information which the user has given to the svstem, all
the objects and relations, and constraint velations in a user model are easy to understand
for the vser, The system selecls a user type whose objects and relations, and coustraint
relations arce included in the wser model. A user type selectied in this way is the maximam
Iil“.‘.l' }"H.II'I{I irl I.}H'. HI‘:III;-“:“.‘[!:I'Q’.']. nsEr t}'llf.‘i ]..:f' kﬂuwle‘lgﬂ IE'I."E]_ O,[ @ 1USer.

This sepvi-ordered relation is represented hereafter by the sign >, This sign 15 assumed to
have the lollowing characteristics :

for two user types {1 and {2, relation {71 > 172 holds iff all the ohjects and relations,
comstraint relations in U1 inclades all those in U2,

Call this state that UL is upper of U2, Suppose U is a set of candidates of user rype, 11
and 072 are elements of U and U1 » U2, and any other user type U3 in UV doesn't satisly
Ul U3 or U3 5 U2 In this case, if all the objects, relations and constraint relations in the
current user model are included in any V' in {'.u.|'r: >0V or w =01}, and includes any V' i
{u|ll2 > w or uw= U2}, then U2 is the maximum lower bound.

The system perlorms a conversation very close to the user’s knowledge level by selecting a
user type according to the above process.

Adter selecting a user type. the svstem performs some actions if a different user tvpe is pre-
ferred.

First, there are two cases which are concerned with acceplability check of user types

# The result of acceptabilify check changes ‘right' tv ‘wrong’
If the result of acceptability check changes ‘right’ to ‘wrong' at an earlier stage of a conver-
sation, the system considers that a problem model has been constructed wrong, exchanges
an old nser type for the nght one, and reconstructs a user model using the new user tvpe and
comversation history. In later stages, the system asks the user if his utterance is acceprable
in this conversation.



# The resull of acceptabilily cherk f-'.l.-m_grp.f ‘unknown' fo ‘wrong'
First, the svstem exchanges the old user type for the new one. Aflter that the system
perforins one of the following actions. ln the case that a new user type Is upper of the old
user type, the system re-extends the nser model with this new user type. In other cases, it
reconstructs the user model using this new type and conversation history,

Second, in case that the system comes to know that the user has higher knowledge level than
the svstern supposes before, the system exchanges the old lower uger type to a new npper one,
and re-extends a veer model with this new one.

It is unnecessary Lo consider a case thal the system comes Lo know the user has lower knowledge
level thian the svsiem supposes, hecanse the system always selects a lower level Lype than the user
mirdel, as shown in the selecting processes,

4. Selection of an intellizible topic through dialogue

A conversation system, TeR, las been implemented in ESP(Extended Self-contained Prolog) on
Pali Personal Sequential Inference Machine) [9]. This section explains how the actual consuliation
system selects an intelligible topic.

The final goal of ToR is to solve a vser's problem, making a patent licensing contract. This
goal sgquals a stare that a problem model is typified by a particular problem type acceprably, and
necesgary nlermation for making a contract is extracted in the problem model. ToR proceeds
i vonsullation towards this goal, selecting appropriate topics being based on the framework of a
user type and a user meodel.

Tn case thae ToR hns already determined a problem type® and a user type. it selects aun
intelligible topic to the user as follows :

I. Search for a soa which has {o b obtaned by comparing the problem model and the problem
fype

20 Judge by the user type whether the obpects and rvelalions which crpresscs the aboo: soa o
mielligable to the user or net. In cose that they are net indelligible to the warr. o finds
analler soq wheeh may give equal mformation as the 2oa chove

3. Deerde how to show the soa to the user

Figure 5 explains ToR's action. [t is supposed lere that the user is a novice on making patent
licensing contracis in which he shall be a licenses, It & also supposed that Tolt has selected the
user Lype shown in Figure 3, and the problem type shown in Figure 8.

Figure 5 shows a particular phase of the conversation in which the user ullers “we produce
products in the LS, and Japan,” to ToR's query “where do vou produce them™ From the
]J-u'[ig,:um1d ol this utterance the wser model UM and the prcu]:-i{::m model PM come to have
contents written in statel as thelr parts. Alter applying constraints, UM and PM get results
written in state?, Toll applies constramt] m Figure 3 to UM, and constraint2, constraine?, and
comstrainld in Figure 6 to PM, respectively.

In next three stages. Tol extends UM and PM, then it starts to consider what to say next. In
the firsi stage. by comparing the problem type and PM Tol searches for a soa related to informa-
tiom which is needed to make a contract. Figure 6 shows that ToR wants to obtain two soas. that is
{(being.a producing place.object:place2; 1)} and {{being 2 selling place,object:placed:1)). and place?

EThe decision of a problem type i performed slightly different from a user type



at statel:
im UM
{I:].Lnnw,ug,rnt.:“nser",
theme:{{produce,agent: “nser” ,product:product, place: place? time:timed; 151}
in PM:
{{produce,agent: “user” .product:productl, p lace: place? time:timed; 1 &
{{eleinent of set:placel.element:“united states";1)) &
{lelexnent of set:place? element: “japan”;1}
al stated:

in LTh:
{{know agent: “user”,
theme: ({produce,agent: “user” product:product1,place:placel,
time:time3: 11 &
{know agent:“user”,
theme:{{sell agent: “user” productiproduct 1, place:placed time:time3; 1)) 10
in PM:
{[produce agent: *user " .product:product], place:place? time:tuned; 1) &
{{element _of set:place? element: “united states";1)) &
{{clement of set:place? element: “Japan™ ;1)) &
{isell, agent: “user”,p roduct:product 1, place:placed time:time3; 1) &
{{being a_producing place object:place2; 1} &
{{being_a selling.place.cbject:placed;1})

Figure 5 An Example of User Model and Problem Model in Two States

and placed have to be a set of countries. At this tinee, PAD already has the former soa n it sat-
isfyvingly, but doecsn't have the latter one, because placed is not written as a set of countries. As
a result, ToR wants Lo obtain a scal {{being a selling place.object:placed:1}) in which placed is a
set of countries.

In the second stage, ToR checks the appropriatencss of the selected soa. From the user type
in Figure 3, this relation “being_a_selling place” is not easy to understand for the user, therefore,
ToR tries to find another soa that includes placed from PM. There exists
{{sellagent: “user” product:productl, place:placed:1}} in PM. Now ToR intends to obtain a soa
{{sell,agent: “user” product:product), placeplaced;1)} in which placed is a set of countries, and
checks its appropriateness. A relation “sell 7 is easy to understand for this user, therefore, ToR
is ahle to use this relation in the next topic.

In the third stage, ToR decides how to ask it for the user. Lol knows from UM that the user
has information aboul a sea, {sell,agent:*user” product:productl, place:placed;1}}. This shows
that it is net problematic to ask it directly to the uwser, namely, supposing that the user has
same information about this soa. ToR also knows from the user type that the user understands
a constraint relation that “if someone produces products then he sells them"”, consequently, ToR
is able to ask it for the user supposing that the user has knowledge of tlus constraimt.

After these considerations, ToR asks the user as “so, vou sell those produets somewhere, don't
vou? In which countries do you sell them?" As this example shows, by referring and comparing
a user type, a user model, a problem type and a problem model, ToR searches for a soa related
to necessary information, Lunes it to an appropriate topic and as a result performs an intelligible



“Bystew needs A soa that expresses licensed producing places, and it has to satisly restrictions
an parameters in it"

fineed agent: "system”,
soa:{{being_a producing_place, object: Afset| country);1);1))

“System meeds a soa that expresses licensed selling places, and it has to satisfy restrictions on
parameters o™
fineed ,agent: “svstem”,
soa:{{being_a selling_place, object: Afiset{ country 10,1}

constraint?: "if someone produces products then he gells them, too”
fimplies,

rell:{{produce,agent: X, product:Y, place:Z | time:W;1}),

rel Zrf{zellagent: X, product:Y, place: 22 time: Wi L)):1))

constraint3:places where a licensee produces products can be regarded as licensed producing
places”
{limplics,
rel 1z {{produce, agent: X product: Y, place:Z, time: W;1)} &
f{being a_licensee,object: X; 1)) &
fiheing a licensed _product,object:¥;1)),
TC]?,{{hi.‘;‘.ng i |Jru:]l|r.i||p_:,_p]m'.¢,ulrjcr!.'.'£-;1}};1ﬁ

counstraintd: places where a licensee sells products can be regarded as licensed selling places”
{limphes,
rel Liffsellagent: X, product:¥, place:Z thme: W, 11 &
{ibeing.aticensee object: X 1)) &
{{being_a licensed product object:¥; 1 W,
el 2:{{heing o selling_place object:Z:1)):1))

Figure 6 An Example of Problem Type, lor a Licensee Using Licensor's Patents

conversation to the user.

5. Conclusion

A new framework for incorporating intelligibility into consultation systems is proposed. The
framework utilizes knowledge and information about its user, and knowledge and information
about nser’s problem Lo select appropriate words and topics for making a consultation conver.
sation intelligible. ToR, a consultation system for making a patent licensing contract. is wnple-
mented based on this framewark,



Acknowledgment

The authors would like to thank all our collegues, especially Katsura Kawakami and Yosioasa
Gote, for their valuable comments and warm advices. This work is partially supported by the
Institute for New Generation Computer Technelogy(1COT) ander contract 54303,

References

L.

L

-

10.

J. Allen. Hecognizing Intentions From MNalural Language Utterances, in Conipulational
Modeir af Discourse, eds. M. Brady and R.C. Berwick, (MIT Press, 1983}, pp.107-166.

1. Barwise and . Perry, Stfuations and Adtetudes, (MIT Press, 1983),

5. Carberry, Modeling the User's Plans and Goals, in Computalional Linguistres. Vol 14,
No.3 (1uU88), pp.23-3T.

. 8. Carherry, A Madel of Plan Becognition that Facilitates Defanlt Tnferences, in Proceedings

of the Second International Workshop on User Modeling, (1990).
J. Barwise and R, Cooper, Generalized Quantifiers in Situation Semantics, in preparation,

5.] Kaplan, Cooperative Responses From a Portalile Natural Language Database Query
Svstem. in Compuiational Medels of Discourse, eds. M. Brady and R.C. Berwick, (MIT
Fress, 1983), pp. 167-208.

Johanna D). Moore and William K. Swartout, A reactive approach to explanation, in Proceed-
ings of the 11th International Joinl Canference on Aritficial Intelligence, (1988). pp.1504
1310,

.1 Paris, Tailoring Object Descriptions to a User’s Level of Lxpertise, in Comzutational
Linguistics, Vol.14, No,3 (1988), pp.64-TE.

ICOT, Conversation Management System based on Contextual Understanding. m JCOT
Annual Kepord, [1988).

H. Yasukawa, H. Suzuki and N. Noguchi, Enowledge Representation Language based on
Situation Theory, in Programming of Future Generalion Computers [T eds. 1K Fuchi and
L. Katt. (Elsevier Science Publishers B.B., North-Helland, 1888), pp.431-460.



References

(1]

[2]
(3]

[4]
[5]
(6]
[7]
5]
(2]

1]

1. Allen, Recogrizing Intentions From Natural Language Utterances, in Computational Models of
Dascowrse, eds. M. Brady and R.C. Berwick, {MIT Press, 1983), pp.107-166.

J Barwise wnid J. Perry, Sitwations end Atiitndes, (MIT Press, 1983)

5 Carbercy, Modehng the User's Plans and Goals, in Computafione! Lingyastics, Vol.14, No.3
{1988), pp.23-37,

8. Carberry, A Model of Plan Recognition that Facilitates Default Inferences, in Procesdings of the
Seeond International Workshop on User Modeling, (19590,

J. Barwise and K. Cooper, Generalized Quantifiers in Situation Semantics, in preparation.

5.1 Kaplan, Cooperative lesponses From a Portable Natural Language Database Query Systerm, in
Computational Models of Discourse, eds. M. Brady and L.C. Derwick, (MIT Press, 1983), pp.167-
208,

Johanna [ Moore and William R. Swartout, A reactive approach to explanation, in Proceedings of
the Tith tsrnalional Jomd Conference on Artificial Intelligence, (1983), pp. 1504-1510.

C.L. Pans, Tailoring Object Descriptions to a User's Level of Expertise, in Computetiona! Linguistics,
Vol.14, No.3 (1988), pp 64-T4.

1COT, Conversation Managemsnt Systemn based on Contextual Understanding, in 1007 Aanual
feport, [1988)

H. Yasukawn, H. Suzuki and N Nogucht, Knowledge Representation Language based on Situation
Theory, 1n Hrogrammang of Future Geasration Computers JI, eds. K. Fuchi and L. Kott, [Elsevier
scienee Publishers BB, North-Holland 1988}, pp.431-460.



