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1. Introduction

Logical reasoning plays important roles in many fields
like mathematics, computer science, artificial intelli-
gence. Various logies such as first-order, higher-order,
equational, temporal, modal, intuitionistic, and type
theoretic logics are used there. We have been making
research for a ressoning system assisting reasonings in
such a variety of logics.

EUODHILOS is a general-purpose reasoning assis-
tant system. Two major subjects are pursued to re-
alize it; which become characteristic features of the
system. The first one is the “generality” in reasoning,
The phrase “general-purpose” indicates the indepen-
dence from any specific logics. As 5. K. Langer{10]
told, we recognize that “Every universe of discourse
has its logical structure.” That is a thought that for
each ohject we mention, there must be the logic best
suited for expressing and discussing ahout it. In or-
der to assist human reasoning for various objects, the
reasoning assistant system must have the ability to
describe a variety of logical siructures and manipulate
the expressions under these logics, The name EUOD-
HILOS 1= an acronym of the phrase by Langer, and it
is taken as the system name to emphasize the gener-
ality of the system.

The other subject is the investigation of “reasoning-
oriented human-computer interface.” The fundamen-
tal recognition in this subject is that the reasoning
essentially proceeds through trial and error. A system
15 helpful for one to conceive ideas in reasoning if it

This work is & part of the major research and development of
the FGUS project conducted under the program aet up by MITL

has a good interface so that one can reason easily.

By using the general-purpose reasoning assistant
system EUQDRBILOS, we can treat various kinds of
knowledge represented as logical expressions in a uni-
form way, and we can investigate the relationships he-
tween them. We do not take up the completely aute-
mated reasoning style. Instead, we choose the semi-
automated one, that is, (i) the user takes the initiative
and uses the system as an intelligent tool, and (i) the
work aclhieved by the system is comparatively an easy
one and it can be achieved automatically and will ter-
minate in a reasonable time.

2. "Configuration

EUGDHILOS is a prototype of general-purpose rea-
soning assistant system. We intend to clarify the im-
age of the ideal reasoning system by developing and
using it. It is designed by considering the two issnes:
(i) Realization of the generality of the system, and
(ii) Environment for experimenting logical model con-
struction.

Figure 1 is an illustration of how the system is or-
ganized. In the upper half of the fizure which cor-
responds to the feature (i) above, the user specifies
components of a logic, such as symbals, syntax of ex-
pressions including formulas, derivation rules. In the
lower half, which corresponds mainly to (i), the user
tries to construct proofs of theorems under the logic
definerd in the previous step, In EUODHILOS, par-
tially constructed proofs, which are called proof frag-
ments, appear scatteringly on the screen. User edits
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Figure 1: Cenfiguration of EUODIILOS

these proof fragments by the editing functions such as
create, delete, derive, connect, separate, and so forth.
The sheot of thought is an environment for creating
theorems and their proofs. The theorems constructed
on the sheet can he saved to the library of theorems
sa that they can be reused as a starting formula in the
later proofs for other theorems. In this way, users can
cumulatively construct many theorems in the theory.

2.1 Language Description

In EUODHILOS, the language system to be used is
designed and defined by the user at the beginning.
The language system consists of the definitions of the
syntax for the logical expressions. The syntax of the
expressions is given by the definite clavse grammar
(DCG)[13)-based deseription method.

From the description, with some auxiliary data, a
hottom-up parser based on BUP[11] and the unparser
for the defined language are automatically generated.
The parser translates from the external expression—
the string of characters— to the internal expressions,
while the unparser translates in the other direction.
The parser and unparser are used in all the succeed-
ing phases of symbol manipulations. When an ex-
pression is entered, the parser is invoked to check its
validation. At the same time the internal structure
of the expression in the language are constructed as
well. Owing to this function, one ean omit the specifi-
cations on the internal structures of expressions in the
syntax definitions in EVODHILOS. When derivation
commands are given by the user, the internal expres-
sions of the formulas are manipulated and new inter-
nal expressions are generated. These expressions are
presented to the user after being translated into the
external ones by the unparser.

Figure 2 is an example description of the language
for a puzzle of mocking bird by K- Smullyan[14] which
is an interpretation for combinatery logic. From
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Figure 2: A description of the language for a puzzle

the definition, we can see that expressions such as
“Mexmxex” and “(A*Blex=as(Bex)" are formulas of
this logic. Meta symbols are used in the definitions of
axioms, inference rules, and rewriting rules and also
in a schematie proof on a sheet of thought.

2.2 Axiom and Derivation Rule De-
seription

A derivation system in EUQDHILOS consists of ax-
ioms and derivation rules. Inference and rewriting
rules are used as derivation rules. A list of forma-
las is given as the axioms. Inference rules are given in
a natural deduction style. That is, an inference rule
consists of three parts; the first one is the premises
of the rule, sach of which may have an assumption,
the second is the conclusion of the rule, and finally
the third is the optional restriction that is imposed on
the derivations of the premises, such as variable occur-
rence conditions {eigenvariable). Well-known typical
styles of logics such as Hilbert's, Gentzen’s, equational
can be treated within this framework.

Schematically, an inference rule is given in the fol-
lowing form:

[Assumption;] [Assumptionz] --- [Assumptions]
Pren-'Lise| Prerlnisn:; PIEIII'Li.EI‘:ﬂ
Conclusion

In thie form, each of the assumption parts is op-
tional. If a premise has its assumption, it indicates
that the premise is obtained under the assumption,
and otherwise that it is obtained by any means. An
inference rule may have a condition on its application.
An inference rule can be applied if all the premises
are obtained in this manner, and the restrictive condi-
tion, if any, is satisfied. If it is applied, the conclusion
is obtained as the result of the derivation.

Figure 3 is the definitions of axioms and inference

tules for the logic of mocking bird. In the definition
of inference rule named substitution, the expressions



“[2]" and ‘EY) indicate the ozcurrences of the expres-
sions ‘X" and “Y' in a formula ‘F’ respectively.
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Figure 3: Axioms and inference rules for the logie of
mocking bird

Considering the fact that mathematicians use

rewriting rules so much as inference rules, we decided
to add rewriting rules as a kind of derivation rules.
Rewriting rules are presented in the following form:

Fre Expression
Post _Expression

A rewriting rala is applisd Lo an expression when it has
& subexpression which matches to the pre_expression
part of the rule. The resaltant expression is ohtained
by replacing the subexpression with the appropriate
:-ucpre_r.sinn fnrr?spnnding to the pnst._expresﬁlnn part
of the rule.

One can obtain a derivation tres by iterating the ap-
plications of the derivation rules. To reduce the similar
applications of several rules appearing in many places,
one can define the derivation rules. Onee defined, a
derivation rule can be used just like a primitive one,

2.3 Constructing Proofs

In EUODHILOS an environment called the “sheet of
thought™ provides the assistance for finding theorems
and their proofs. It allows one to draft 2 proof to
connect proof fragments (ie. partially constructed
proofs), separate a proof, to reason by using lemmas,
and s0 on. It is designed from our thought that theo-
rems and proofs are found under the user’s initiative
tllrﬂugh the process which would prucr_'td with trial
and errar. (OOn a sheet of thought, proof fragments are
the elementary units for manipulation. Proof frag-
ments are newly created as assumptions, axioms, or
theorems of the theory obtained beforehand. These
fragments are compaosed, and deleted according to the
aperations given by the user. Inference and rewriting
rules are applied and expressed schematically just like
those prioted on the paper. This naturally induces
that the appearance of a derivation tree on the sheet
is also displayed in a teee form. This way of treating
is a kind of proof visnalizations.

It is desirable that reasoning during proof eonstruie-
tion can be done along the natural way of thinking of
human reasoners. Therefore EVODHILOS supports .
the typical methed for reasoning, that is, forward {or

top-down) reasoning, backward {or bottom-up) rea-
soning, interpolation (e, filling the gap between proof
fragments) and reasoning in a mixtore of them. They
are accomplished interactively by manipulating the
fragments on a sheet of thought. [t is planned to in-
corporite nol un[_',' such a pruv'mg nm{.hudu]ug_\r but
alzo the methodeologies of science.

As an example of derivation process on a sheet, we
will illustrate how one can procesd derivations in the
example of the mocking bird. The problem is to prove
the statement: *Any bird is fond of some bird.” That
is, for any bird “A" there exists a bird ‘X’ such that
“heX=X" holds. Figure 4 is the actual screen image of
sheet of thoughts for this example. At first, in a sheet
of thought at the top-right corner of the figure, one
enters two axioms “Mex=xex” and “(A*Blex=As(Bex)"
cn & sheet, To deduce some formula, he may deduce
“Meh=4e A" from the axiom “Hexsxex” by substituling
‘4' to the variable ‘x.' He cannot proceed any more
in this rase, so he tries other substitution. Next,
at the middle-left sheet, he may substitute "A%B' to
‘x'. In this case, he gets “Me{A*B)=(A=Rle (A*E)" and
“{A*B)e{A*B)=4« (B=(4=B)})." Alter looking these, he
makes aware that by substituting "M’ to 'B" he gels the
desired formula  “CA=Mle(A=H)=Ae { (A=M) o {A%N) )"
‘I'hts indicates that a bird “A" is fond of the bird de-
noted by the expression “CA=MYs (A+M)." If he re-reads
hiz proof carefully, he may become aware that the
prool s redundant, and he can get the final proof of
the thearem; By substituting ‘A#N' to 'x" and ‘M to
‘8, and by the inference rule of equality, one can get
the dezired formula. (It s shown on the bottom-left
sheet.] Proofs on the sheet of thought proceed like
this. To ses the more practical examples, refer ta [12]
and other papers in it.

2.4 Comparisons to Related Systems

In this section, we will compare the reasoning assistant
system (RAS for short) with the following theee types
of the system which ean be used for assisting hnman
reasoning: (1) ATP{automated theorem prover), (2)
proof checker, and (3} proof constructor.

Twa of the most significant and characteristic fea-
tures of RAS are (i) that it is independent of specific
logies, and (i} that it supports the natural and casy-
to-use interactive proof constructions,

An ATP is a system which searches a proof of a [or-
mula given by the user. In a RAS, on the other hand,
proofs are searched and found through the interac-
tions between the svsiem and the user. The initiative
is taken by the user. This is the major difference be-
tween 3 theorem prover and a RAS.

A proof checker is a system which verifies the cor-

rectness of a proof described by the user. In a proof
checker, the user has a putative proof of a thee-
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Figure 4: Proofl Construction on the Sheet of Theught

rem at the beginning, A human proef may contain
some earcless mistakes ineluding small gaps in a proof.
The checker provides a language for describing human
proofs. The user describes his or her proof by this lan-
guage and gives it to the system. The system checks
the proof. If the checker finds errors in the proof, it
shows them to the user. When a user has a proof
and wants to verify its correctness, a prool checker s
one of the best tools for him. But when one begins
to find a proof for some formula, the system such as
TLAS which assists to construct & proof is better than
the proof checker.

Many prool checkers have been developed up to
now. AUTOMATH [1] is one in which the user speci-
fies the construction of proofs. PL/CVE [3] is used for
proving the correctness of PL/T like programs. CAP-
LA [8] deals with the proofs on linear algebra.

A proof constructor(e.g. LCF [5], FOL [15], EKL
[9], and Nuprl [3] ] is & system which supports a user
to construct prools as well as theorems through the
interaction between the user and the system.

EUQDHILCS may be seen as a prool consbruc-
tor. The important thing is that it is general-purpose,

which deduces some significant difference to other con-
structors in those underlying logics are fixed. Since
EUQDHILOS is general, it can be applied to any cases
of human reasoning, the fixation of logic may restrict
the remsonings under consideration. The representa-
tion of proof fragments is another significant difference
frorm other proof constructors. We use the natural tree
format of representation, so we can reason ¢ompara-
tively easier, and this difference, though it seems a
liitle one, induces much difference in constructing dif
ficult and complex proofs.

3. Concluding Remarks

The first version of ETODHILOS is now available and
the next version is being improved by reflecting the
experience of using the current one.

So far, we have dealt with logics, such as first-order
logic (NK), propositional medal logic (T), intensional
logic (IL), combinatory logic, Martin-Lol™s type the
ary, and category theory. Many logics can be treated
in the current version. Some logic such as tablean



method szems impossible to be treated in the current
framework. We plan to extend the framework so that
In_gi.rs Eiv-ﬁn in other formulations can be treated in the

system.

From the experiments so far in EUODHILOS, we
are convineed of the followings: (i) Deseribing the syn-
tax of logical expressions is difficult at first. But, after
defining several logies, we can define a new logie in a
few hours. If the system keeps descriptions for typical
logics as a library, the description of a new logic would
be an easy task even for beginners. (i) On a sheet of
thought, users are free from deduction errors. On the
paper, they may make mistakes in deriving a new for-
mula when deduction rules are applied. The difference
i ihﬁpﬂrt.‘iuL, hecause the users hove to pay alleniions
anly to the decisions how to procesd the proof on the
sheet of thought. (iii) The reasoning assistant system
can be used as a tool for CAL Io the system, users can
deal with a variety of logics.

The current state is the frst step towards the real-
ization of a practical reasoning assistant system. To
put the step forward, we have to investigate various
subjects including the followings: (1) Treatment of
relationships between meta and object theories, (2)
Maintaining dependency relations among various the-
ories, (3} Opening up various new application fields
of reasoning, and {4) Improvement and refinement of
human-computer interface for the reasoning system,

We believe the reasoning assistant system EUQD-
HILOS will open up a new dimension of mechanized
reasoning for practical use,
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