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Amrirzes. A pacalle! inferencs machine prototype modealled
on the loossly-ceusi=d clusters is simulated on a hardware
simulatar, using Queens and 2 kernel banchmarks,
Utilization deperds on the lo2d status modification delay.
It i confirmed that the load status modification delay
should be less than half of the reduction time to limit the
degradation o within 5 %,

INTRODUCTION

The Fifth Generation Computer Project has developed
kaowledgafinformation processing systems based on a
predicats logic programming language [1}[25,[3]. The
hardware of these system bave been dubbed an "Inference
Machine”, since the predicate logic principle is inference. In
the project’s initial stage, not only sequential architectural
inference machines were developed, but also various
parallel architectural concepls were proposed and
evaluated [4],[5),[6]. That project iz now in the intermediate
stage, A parallel inference machine (PIM] prototype
composed of about 100 processing-elements is being
designed for the target language KL1[T],

The main research themes of PIM are parallel
processing overhead and processing-element wtilization,
gsince the same ideas can be applied to inference processing
itself as have been developed for sequential inference
tnachines. Bath processing-element utilization and parallel
processing overhead depend on load gracularity. Generally,
the utilization becomes larger as the granularity becomes
finer. If a fine load granularity is designed, it will be easy to
get high processing.element utilization, but difficult te
reduce parallel processing overhead. Utilization depends an
the load-balancing feature of parallel syslems as well as the
granularity and several load-balancing methods have been
proposed 18,0495 In those methods, load dispatch targets are
determined dynamically by detecting the load distribution
imbalance of processing-elements. Parallel logic
programming languages such as EKLL have a
suspend/resume processes feature for concurrent process

rentrol, This featurez causes much perzilel processins
overheed, Therefors, the FIM prototype load granularity s
of a coarse cdesign. The lozd-balzncing feature is an
importent research theme for improving the processing-
element wtilization,

This paper investigates load balancing features of the
PIM protolype, especizlly the time delay effect which exists
between load status detection and medification. Once the
processing-clement with minirmum load i3 determined, all
processing-clements prepare te dispatch loads to that
processing-element. In case there is some time delay
between load status detection and modification, load
eoneentration on eone processing-element occcurs,
Performance of the PIM prototype is limited by
suspensionfresumption overhead in the fine granularity
region and by low utilization, due to load distribution
imbalance, in the coarse granularity reglon. Maximum
performance is obtained between these two reglons, but the
time delay causes a greater perfonmance degradation in this
region. The time delay margin is discussad,

COMCEPT ON SYSTEM ORGANIZATION OF A PIM
FROTOTYFE
Darallel architesture is & promising means for

improving processing ability. Hewaver, to improve this
ability efficlently, program localization of closely related
sequences should be considered whenever possible,

KL1, the FIM prototype target language, has
sucpendiresums processes feature [10]. This feature makes
it possibie to express concurrent process control flow
explicitly in programs, but causes much burden on
inference machine processing ability. Therefore,
peeurrences of suspension/resumption should be reduced at
the program execution time. In some cases, simple depth-
first pracess activation scheduling can reduce occurrences of
suspension/resumption, That is to say, when a process is
artivated, those causes which would suspend that process
are eliminated hy past process activation. Even in parallel
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Fig. 1 Hierarchicz! strucurs for PIM

architecture's cgsa, implame=izsion of this sort of
scheduling is importact, process
suspension/resumption would be too great a parailsl]
processing overhead.

since

In order to reduce ocurrencess of suspension/resumption,
nzmely, parallel processing overhead, such o hisrarchical
struciure as is shown in Fig. 1 is ussful for the BIM
prototype, Hardware/software investunent in PIAL prototype
components should have the follpwing priority order:
processing-element (bottom-layer component) — cluster of
tightly-coupled processing-elements {(2nd-layer componant)
— bunch of loosely-coupled clusters (3rd-layer component)
— integration of bunches (top laver).

The alternative is a uniform nonhierarchical
configuration. An unegual-length network such as o mesh
or hypercube can implement a uniform configuration with
100 processing-elements. In this case the only way to
reduce suspension/resumption overhead using program
Ipcalization is to make a group of neighboring processing-
elemants. To achieve high processing-element utilization,
this group of neighboring elements must be dynamically
medified to avoid assigning teo much eapacity for tos little
work, This would cause too great an overhead burden.

Current technology malies it possible to construct g PIM
prototyps with 2-layer hierarchy [7]. The bunch of loosely-
coupled clusters would be the top layer. It eould consist of
about 10 clusters coupled loosely through some sort of
egual-length network such as a crosshuar, The cluster can
eonsist of about 10 processing-elements ceupled tightly
theough shared storage and eaches.

SIMULATION

In the PIM prototype configuration, parallel processing
everhead and processing-element utilization are much
more significant in the bunch layer than in the cluster
layer, becanse abont 10 processing-elements are coupled
tightly through sharved storage and caches in the cluster
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10 sizgle bossd misrocomputars (zhbreviatad
gs SBC) using MCE2000, locz] sierege, shared storage and
MMicrg W -‘”{ I, which worzs 22 a supecvisor. The shared
storzge, 18 IN Board Intesdzzes zaé GPIB Iatecface are
tonnected te 2 comumon bus. Tae GFIB Interface handles the
communication between Miero VAX II and the shared
storage, but the IM Board Interfaces handle the
communization between EBCs and the shared storage.

As for bunch layer simulation of the PIM prototype, the
cluster of processing-elements iz simelated by S8BC and the
netwark threugh which the clusters are connected is
sitnulated by the shared storage. According to the purpose
of this simulation, namely, bunch-layer simulation,
detailed structure and cperation inside the cluster is not
simulated. On the simulation, SBC works like a single
processing-element with high performance,

A1l SBCs hawe their own clocks and operate
asynchronously in parallel, In the shared storage and the

R | s
Interface
= (VAX side)
GPIG Bus
GPIE Shared ]

Interface 68000 Common Bus Storage
{SELC side) —
CE000 Bus 8000 Common Bus Control Signals

Arbitar

£3000 Lacal Bus Contral Signals

i i
R {1341 i
Interface :
' ! .
1w
: 68000 Local Bus i
i | !
Ll .
i 68000 Lecal i
i SEC Board Storage !
I
PO (. A — -

Fig. 2 Hardware block diagram of a simulator

2



losal storege, dyoamie BANS whicl

. 1 mn = el ®
imtervals, &re wssd. Loersire, D5 2

I ' - - [
Fram me mm wm Rwom e = o
b i ik =8 wmEE

1
= "
Ip—geafTom ramg tas S Mrraang &md
A-SpATILLTg TRTE I0T vPlsens =

emploved so g3 13 2ll=]

simulztian. Concerning D= tzer,

bovea TOD {Time of Day Jlsoa, whizs woifse=ly

sime gver the whale syziem, but it €265 have & software  Cranularisy |

-
timer in each clusser efmelated by S3C. The timer count  reciprocal of she lead-dispasching rate. Parallsl processing

;
w3 by edding & peoiais value svery time 2 transaction  overhsad Semiretes fme procszzizg time in fRe high losd-

=3 —E
of anvone of tpvaral fusscpiswg jx greeuizd, Whan maszages dispatehing rae ragion gxd utilization do=inates the
ars =eat to other clusiz=s, ==twark delay time {5 added on pooceseing simain the low losd.disnalohing refa mofan

the timer count, and thiz value iz =itackad ta the sent

tmesiegs to indicate the arrival time. The cluster which ! : :

raceives the message controls the timer count by comparing paal - “w— CE_zusens !

this arrival time and its ewn timer whan it accept the 1'5 i A E'_iq“m’

rmessage. On the simulation, all datz messurements and £ o3f—% T g -

some operalions such as queue controls are based on the 4 : FE—

cluster software timer, Egwaver, the rest of the operations '8 T U SR P

are controlled by phyeies] fma, beeause of the event-driven § bl N 4 ' , I |

method and real parallel eperation. R . S S N S gmi';i;’h S
; 'i i |

Conditions 0.0y e [H]

20 - 43
dispatching rote (%)

The simulati lowing:
e simulation assumes the fellowing: Flg.3 Processing time os a function of dispatching rote

(1) 18 clusters are coupled through a collision free, equal-
length network with sufficiently large throughput

{2) The cluster has a sufficiently large inputoutput buffer e ; :

and waiting time, due to the inputioutput buffer overflow g I i i }

not being talien ints acceunt. 140 ks ! e
(3) The cluster's sending and receiving message overhead is ' _

10 % of reductions in case of 4 clusters and the 4-Queens R A ——
benchmark (adjusted by using parameters). E [ _

{4) OR-clauses are tried sequentially in head unification. - oo [CONATIORE] e

{5) A new goal is dispatehed to clusters when AND-lork e 1 E[;‘-{:’:f‘qi““”*
oeours in the clause body. ; i ] i i

(5} Built-in predicates are not dispatched to other clusters. 0% L i

-] o 40
dispatching rate ()

Fig.# Owverheod os a function of dispatching rote
Rezules

The following relationships on the PIM protatvpe
composed of 18 clusters have been measured |

{_Iﬁpmcgssingﬁme_ ws. granularity
{2) parallel processing overhead  vs.  granularity
{3y utilization ws. granularity

{4) utilization ws. load status modification delay E ' T
(5) processing time deviation wvs. load status modification .ﬂ. : i f i -
= H conditizna] !
delay = H i E:rngr&m:lﬂ»—]q-m
szl . R SrctegyA
Two load-dispatching strategies are examined. The cluster 013 L !‘n 3i¢. 4i., !
to which geals are dispatched in one {s determined at dispatching rate (%)
random (stretegy A) and in the other by selecting the Fig.5 Utilization o3 a function of dispatching rate
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=z lad-dispasching rate in strategy 3, where a dotted lins
a=d a chain line indicate the cases that the load status
—edification delay are equal to 0 azd the reduction time,
reezectively, At the measurement, the delay time was sat
by means of a hardware timer and interrupt to SBC. That is
ta say, & value is set on the timer just after the cluster with
minimum load is determined , and the load status is
changed in the interrupt routine which is axecuted in the
interval of the set value. The delay time is normalized by
the measured physical time of the reduetien. As shown in
Tig. G strategy B brings higher performance than strategy
A, beeause it determines the cluster to which goals are
dispatched dynamically taking the load distribution
imbalance into account. However, it results in about the
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clusters have chances to compste for the zame minimum
load cluster, even though the load distribution is changed
by a goal dispatch. This czuses load concentration on a
certain cluster, decreases averazed utilization and dagrades
performance.

AL the time of measurement, it was fonnd that data
devieted ameng trials in some conditicas. Fig. 9 shows the
relationship batween the deviation af the averaged
ptilization and the ]r.lnrlvdizipu!.:hing rate., The deviations
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o delay should be designed to be tolarabiz It is
canfirmed from ths resuls shown in Fiz. B that the load
giatus modiliesdon delay chould be l233 than Relf of the

wiikin 3 %. In the PIM prototype, tha cluskter perizrmance
s supposed to achieve 1.6 MLips. In this case, itis oz 235y
to rzelize o load status madification dalay less than ha!'f of
t2e reduction time by software manitoring of dissatched
g=a! ervivals, sinee & reduction is done in about 200 nsec,
Hardware suppert may be necessary. Messages requesting
goal reduction are sent through the network, Load
distribution status monitsring by the network [11] can be

efferzive and useiul,

CONCULSIONS

The Bunch layer simulation of the PIM prototype was
made, and data on parallel processing overhead and
utilization dependencies on granularity, and utilization
and its deviation dependences on lond status modification
delay, were measured and analyzed. From these data, it {s
confirmed that the load dispatch strategy in which loads
are dispatched to the cluster with minimum loads at an
AMND-fork time iz effective on the loosely-coupled eluster
resulting in 20 % higher performance than in the
random dispateh strategy, and that the load status
modification delay should be less than half of the reduction
time to limit the degradation to within § %.
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