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Parallel Inference System Researches
in the FGCS Project

Takashi Chikayama

IcoT

Abhstract

In the fifth generation computer systems (FGUS) project uf
Japan. fogic programming and pareliel processing are adopied
as the prineiple of both software and hardware sysiew devel-
opment. Their amalgamation, parallel inference systems are
hoing (ovestigated in ICOT.

The tarpe: of the hardware development effort is 2 parallel
jnference machine { PIM Y with abous 10% wlement processors. A
smalier scale PIM with about 10? processars is planned in the
inLeriuediate stage of the project. Another system called multi-
P51 is planmed. which connects wp to (1 personal sequential
inference machines [PY1) relatively loosely for providing paral-
le} zoftware development environment. Both of these inference
machines have the same Lernel language (KL1Y) hased oo flat
GHC s the machine langsare.

As & software project, an operating svstem for paraliel -
forence machines named PIMQS (paraliel inference machine
anerating system} is undar development, Doth af the paral-
iel inference machinas are planned 1o bave the same operaiing

svRiern..

1 Introduction

The nurallel inference system research in ICOT is based
pn the 10-veur plar of the Japaness fifth generation com-
puter svetems (FGCE; project. The project siarted from
April 1082 and ronsists of the initial stage (1882-84], the
intermediate stoge {1955-3%) and the fina] stage {1980
075 1en vears In total

The fnal target of the project is to build a prototype
of & svstem calied the knowledge infermation processing
svsien (KIPS) One of the prinapal functions of KIPS
is & nichly pasallel inference feature!. The target of the
sarailel inference svstern rescarch is 1o develop a highly
paralie] inference machine with abour 10° processing ele-
men:s and with more then 10° LIPS inference speed.

Bezides the development effort for the infercnce hard-
ware itself, srstems for sunporting purallel software de-
veloprent are also developed. The personal SEEntial
infersnce macaine PSI s one of such systems. In the in-
termediate siage, the mulid.PS] system which connects
up 1o G4 PEI relutively loosely is planned.

PAnother principat funciion 15 the knowledge-bhse Teature.

Both PIM and multi-P5] will have basically the
same machine language ealled KL1. KL1 1s based o
far GHC[11) with additional features 1o make 1t seli-
comtuined, allowing everyihing including the whale op-
erating svstem to be written in the languaze.

For operating these parallel inference machines, a svs-
tem called PIMOS {parallel inference machine operating
svstern) i being investigated. It wili be writien com-
pletely in the KL1 language without using extra-logical

features.

2 PIM

B developed in the final stage is planned to have zhout
10° processors to attain 10° to 107 LIPS, In the interme-
diate stage. = PIM with about 1{° processing elements
iz planned|4). lis processing elements nave 200 1o 200
FLIPS of inference gpeed; the total system 1s expected 10
stinin more than 107 LIPS mcluding the hardware com-
munication cverhead and the software operating system
overhead.

The PIM planned in the intermediate stage consists of
clusiers connected with the inter-cluster packet switehing
retwork. Eacl cluster consists of around & processing ele-
ments, & communication controler and a shared memoerz)y,
all connected on a common bus. Esch prucessing ele-
ment has » cache of the shared memery. The esherency
of the eachic will be kept by a rether complicated spocial
prowecol (8

From the preliminary investigation by simmlstion. the
eommunon bus will be the performance bottleneck i 2 naive
implementation scheme is used, A specialived garbage
collection seheme inr K 1L1/2] is expected to lower the cache
miss hit ratio, lowering the ouss wrafiic,

3 Multi-PSI

3ult-PS] machines consisi of soguentiel inference -
chites cunnected loosely by specialized network hardware.
As the processing elesnents are originally designed to be
stand-alone processors. no hardware level optimization is
made for puraliel processing. The main objectives of the
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Figure 1: Overview of PIM

Multi-P51 svstems is to establisl: the parallel execution
mechanism for L1 and to support purallel software de-
velopment.

Thers are two versions of Muli-P5SI machines

3.1 Multi-PSI V1

Nulti-PS1 V1[10] is based on the older version of the P31
machine. © PSI machines ace connected, The objective
of this system is mainly to investigate pareliel execution
algorithm for the KL1 language[8]. KLl programs are
compiled into ESP[1]. which is haszed on sequontial Prolog,
and is executed with run-time support system written also
in ESP.

In this system. lower level support for GHC execution
is onlv for speeding up network communication. As the
TSP language is not mes: suitable for implementing a
virtual machine, the performance of the system s rather
vmited. Howeves, numerous statistics could be eollected
vsing the svstem, that influenced the design of its succes-
sors very much. The srstem started working Apnl 1950
and numerous data are collected an it

3.2 Multi-PS51 V2

Valti-PSI V9 consiste of up 1o 64 processing elements of
the newer, mare compact version of PSI, called PSI-IL[7).
Talike Multi-PSI VY. L1 programs are transiated to ma-
chine ende {KL1B[6)) and executed by the firmware. The
whobe et of firmware for parailel programming language
procurinn will be written. The performance of the system
is expected to be muel higher than the Y1 sysiem: More
than 100 KEPS ave. and 200 KRPS max. by & single pro-
cessor. The hardware of the system will be ready in 1857,
and the total systen 15 cxpecied to begin functioning in

4 Languages

GHC}11) wes chosen as the base of the L1 language
far parallel inference systems. The GHC language inher-
its many of its features from Concurrent Prologld] and
Farlog|d), and belongs to the su-called committed chioice
paraliel logic programming language fanily. Unlike Pro-
log or Prolog-based parallel logic programming languages,
committed choice languages are powerful enough 10 ex-
press crerything, and GHC is the simplest of such lan-
guages. Because of implementation Jeasibility and effi.
ciency, a Aol version of GHC was chosen, which Goes nol
require complicated managemen: of the AND-tres siruc-
ture.

The KL1 language has several extensions 1o the emipmid
CHC, One of the most essential extensions is the notien
of sho.em. Sho-en, or menor i English, is simier 1o
the meta-call mechanism seen in other committed choice
langueges, Like the meta-call the sio-en rech RIS Call
be used vo profect the outside of sho-en from failure inside
o addition, imits of compuiational resourees
jexecution time, memory. ere,] congumed in
be controlied from outside. This fearure is mdispensable
1o write an operating system in KLI

& sho-en

# sfip-cm can

5 Operating System

4n uperating svstem for parallel inferencr machines called
PIAMOS is being developed. Its targ= machine is tem-
serarily the Multi-PSI V2, but it will also be used on
PlM's.
PIMOS wilt have the
Logic-Based: FIAMOS in
L1, without using extra-logical features at all. Even
1/0 devices connected to the inference mackine have
ingical interface?,

following characterisiice.

will he described completely

Laprad 10 devices will be simalaced by 1/0 front processars in



Integrated: Alibough PIMOS is an operating systein for

pardilel mackines, 1t i ap megrated operating svs-
tem working ws one unit. rother than consisting of
iy opeTatig EVETelis distributed an processing el-
ements. Basically, PIMOS usell 15 not aware of the
processor boundaries, This prineiple i vonsidered to
he more eficient than the distributed approach for
eontrolling large scale programs that require requent

Inter-processor communic 2o,

Practical: Although PIMOS & an experimental system.
ite purpese = net limited 1o shiow the feasibility of
logic hased operating sysiems. It is for providing &
practical programming environnent for paralicl alge-
tithun develepment.

6 Concluding Remarks

I the paet. researches in parellel computes hardware
Liave been relatively Sudependent from parallel software
~esearches. Basically, the hardware or system implement
sation researches wers for implementing more efficient ea-
vironmen: for executing elready erisiing softwere.

The printiple of the parallel inference systems develop-
ment in 100T e rather different in this puint. Software
and hardware researches should he combined more closely,
Software or ever algorithme optimized for sequential ma-
chines may not be optinidl for paralle]l machines. Thus,
sofrware snould change when hardware changes.

However, there is & chicken-and-egg problem: Without
porallel nardware, practical prratiel sofiware cannot he
developed: without narallel software. 3t is hard to know
what kind of paralie] hardware is appropriate. 100T s ap-
sroach to selve this problem is a stepwise hontsir2pping.
The &5t s2epis to scitle a (temporary] geftware-hardwere
interface, namelr ine L1 language. and impherment it (as
ihe ulii-D8] svestem) The nest step is to acvelop var-
jous sofrware systems on 3t (including P05 By run-
ping the resuitant software. many unknown DATRIOCLCS
of the helmvio: of paraael enftware will be revealed. The
next generation of thie hardware (P1M) will be based on
these experiences, and software is developed on this ma-
chine, Uptiumal sofiware on the new machine might have
ciifl ifferent parameters. which i reflected on the next
gonciatlon detiwae, and so on.
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