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Abstract

This paper descrides an approach io the ;.m'm’e: inference macasne [ Pl .r_fj
which prowder o pareilel programming environmeni io susport Al appifca-
tions. The :mporm'n:c of sarcdlel soffware systems, especiaily parallel opergi-
ing sysiems which controi job allocetion and resource management, has been
recognized by many archstecture researchers. However, research on these 2oft-
ware systems ts il in smmatured steivs, This causes many problems for
parailel ¢ :njdrzm:: machine research. In Japan's fifth generation compuier sys-
tems project, paraile! softwere research s now being emphasized and plans
are conducted more sysiemeiicaily. The work is being pursued with one eve
on parallel Acrdware resesrch weing a dedicoied fool cailed @ mudti- PS] system
consisting of several personci sequentic! fnference machines. Thee paper de-
scribes research and development plans for ihe narailel inference machine in
conjunciion with the sereile! tofiwere resenr:n,

1. Introdnction

Research on parsllel machines has a long hissory. Mzny parallel machines have

bean proposed and actually deveioped, bur, they have besn confined to only a small
part of computer applications, maialy as special purpose machines. The reason for this
is very cbvmus. Research on parailel software systems have not vet matured encugh to
make parallel machines suficiently programmable for sophisticated applications.

Requirements for extremely powerful machines have increased recently in areas like
AL In mest Al applications, computing power requirement is crucial. The power of com-
puters cften limits the scale of Al systems built on them. Furthermore, ressnt research
on various xnowledge representations has made i clearer that parailel computational
models are suited tec represent krnowldge. Parallel machines are expecied fo be the hest
solution to fulfil these requirements.

Parailel machines for Al appiications of course have ‘o be powerful and thev are
also required o support knowiedge pr cg““::.:n.::.: sovironments where large scale Al
svstems can be ediciently developed and executed. The machines must be general pur-
pose, with parallel operating system. This indicates she necessity of paralle! machine
research putting more weight on parailel software research, unsoived with more chal
lenging research topics increasing many unknewn prooiems, Vast appiication fleids of
AI will gurantee the vaive of conducting this difficuii research.

In Japan’s fifth geuration computer { FGCS ) project, parallel machine research



is being conducied as one of the major research and development targets. The FGCS
project aims at the recearch and develonment of new computer technology ior knowledge
information processing that will be reguired in the 1900%s. Knowiedge information
processing is considered as 3 subset of Al technology which will be reaiized in the next
decade.

In kis project, knowledge informaticn processing systems { KIPS ) wiil hzve log-
ical inference mechanisms using knewleage Dases s their central funciicns. Iis larget
computer system is defned as 3 parzilel computer sysiem having maraile: seitwers sys-
+ams based on logic programming. This preject was stzrsad in April, 1982, as one of
the Jazza’s aational projects. The work is heing cerried out by ihe instilute for Jew
generaticn camputer tecinciogy ( ICOT ) ané eiglt major compuier maoufacIureres in
cooperziicn wiid medy peoris from uxiversities 2nd mesearch izsiiiutes in Japaz.

The projecs contains many esearch and deveiopment liems on sofiware and sard-
ware systems. Scitware sysiems researeh includes such liems as aztural language unger-
standing, program verification and synthesis, and expert systems. In addition io these
systems, research on knowledge representations, knowledge acguisition, and knowiedge
base management is also being conducsed as the bases for these systems.

Hardware and architecture research include sucd -esearch items as parallel infer-
ence machines { PIM ) and kaowiedge base machines ( KBM ]. PIM research aims

¢ the research and developmens of higaly paraile: machizes s : ar legic
sTog=m=ing lzogusges and Sarzlel STOLTA armmizg snvircomenis,

In 2ddiiion o these research and developmens liams, davelorez: suDDOM 5¥3iems
lso being Jeveicped. One of ihese sysiems is a persopai segusziizl inference ma-
PSI ) 3 logic programming workstation So previde sofiwars Tesearchers wilh an
logic orogramming sovironment. A Dew 2ac lapgnegs { K20 ! and 2 system

descripsicn language { ESP ) were desigzed lof this machine, ESP 2z& 5 modularizaiion
mechnism based on the objecs-oriented comcepi and s nsed for writing PED's program-
ming and operating sysiem { SDMPOS ). Curreazly more thaa sixty PSI machines have
already been distributed to researchers and are being used as maln research toois.

In the past five vears, PIM research was devoted to determining f=asible archiiec-
fures to execute logic programming languages ia parailel, using reduction znd dataflow
mechanisms. Several soitware and hardware sinmlators were developed and used to
enilect data to evaluate various possible architeciures of PIM.

In parallel with thiz PIM architecture reserach, parcllel logic programming lan-
guzges were also studied. This language research aimed at the design of & new parilel
logic programming language witl features sppropriate to describe a parallel crerating
svstern and simpie and efficlent lor hardware implementation, Starsing from the studies
on such lazguzges as Concurrent Prolog and PARLOG, a new language nomed Gurded
Hors Clauises { GHC ) was deveioped as ‘he hzse of the project’s parzilel language,
Kermel Languzge Ver. 1 [ KLIL ).

While shese parsilel languages and architectures are studied. Al soitware recearch
such 1s natural language anderstading systems and CAD svetems is also progressing.
Some of them have been expermentally implemented on PEI 1sing ESP. The researcaers
working these software systems have learned a lot about the the limitations of impie-
mentable funcsions on currently available machines inciuding PSI machines. They feel
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that current workstations are too wesk iz compuring power io implement sxpert svs
tems h_g.-mg more than 1,000 rules. In natural languge unﬂemnsnmng, rough estimastes of
compuiing power hawve been made wnich indicate thai machines 1,000 {imes {aster tban
curreatly available will be reguired ior suclent coniext analysis in macaine irausiation
svstems. They feel that they will need machines 100,000,000 times {aster o periorm so-
phisticated discourse nnderstanding. For their knowledge representaion language, they
have ucclgueﬂ 1 new langﬁ.mge CIL, which is based on az avent-driver tvpe, parallel
model. They are developing s pilot svstem called DUALS lor discourse 'JHGE"EI- acing
weing CIL. The progress of iheis Al software research ls rreasly encouraging parallet
mTazclhine resaarch.

In zddizion to these reguirermenis, PN resecrca o the past Ive ryears mirengly
indicaies ihe importance of the parailel zeftwere researcz on language orocessors aznd
oper u...;n& systeme. Efective combination of carziler soffwars znc 2adwers ls 2esantizi
to build the praciical PIMs Jor Al zppicziicns.

The PIM research plan has been extended to augment parzllel scitware research
in more systematic wayv thaz in the past, providing mere researczers and tools. The
goal of this parallel software research is to develop an operating svstem for PIM cailed
PTMOS. Currently, the main funciions of PIMOS are considered fto he the controls of
job allocation, resource management and monitoring of parailel jons. PIMOS must

ne writien in KL1. The KL languezgs procssser iz aleo inelvded in PIMOE, however,
iSe orogramming envirommen: I3 oot incivdes. It ls niz==es fp Suild orogrmmming
eovironmesn:t o2 a PSI mackine.

Experimentzl construction of many PTMOS sef ‘vies iz 2zzential 1o Dericrm
e PIMOS researss sfectively makizs manv : zilel b

Laroware ressarco.

Fu shis ourpese, & multi-PSI svetem iz now Deing develczed o oroviced soiiware re
zearchers with = realisiic and sizile environme sucl
crobiems as job alloeation, rescurce managemen i mzrzilel lob moenitoring will Ge
studied in the form of PIMOS deveiopment.

The goai of the hardware research is o develop 2 PIMN consiziing of 100 processing
elements { 100-PE PIM ). Magy problems remain o be soived, for example, the design
of the high-speed processing eiement { ?E ...*klrg fuil nze of static oprimizzticn by

d
comapiler, zaroage collection methods I'c~ paradel environments, and an interconnecticn
mechanism including the clustering of PEs.
An approach to the PIM - ea.uzmg a0 =fective zombination of parallsl software znd
ardwsere systems is describea in this paper.

2. PIM reserch and development gnideline

To buiid PTMs waica can dexiblly suppors Al zoriications, effeciive comobinaiicn

of parailel software and hardware systems iz very imperzant. [n the ultimate PDVL all

he njerarcoical lavers of the seftware and Rardwars svsiems must De buils based oz
pn:‘mle: computational medeis. These lavers may Se divided as icllows

lication sciiware
L1} Application sciiware

Naturai lasguage understancing systems and éxpert systems are representative ap-
plication software included in :5':: lanver. Trom the architectural view peizni, knowledge



programming systems including tnowiedge reperesentation languages and related sofi-
ware tools mav be included in this layer. In this layer, research on parsilel algorithms
and parallel programming paradigms, etc. is very important.

L2) Svysiem software
Programming svstems including such sofiware moduies as ediiors and debuggers
are inciuded in this laver. These modules must be writien in a sarzilel pregmsmmieg
langnage acd need man-machine interizes. Operating systems musi ce Drovided as a
lower subiaver of this system sofiware. Generally speziing, one of the mzin fuzciiors
of eperating sysiems is fo map givex narailel jobs fo paralle: hardware svsiems. This
apming from she modal of a given job o the model of ihe Laroware sysiem is tke
key problem in reziizing Jexible parailel machines. This mapping ‘unczion is to be
implemented ‘o sofiware modules for job alecation anc resource ailecaticn.

L3) Lazgug=

Lazguages are obvicusly imporiant because they dedze tie interface berween soft-
ware and hardware systems. Languages discussed hers may De classified into at least
two sublavers, namely, system description languages and machine languages.

System description languages must have modularizasior funciions o build complex
sofiware systems such as operaiing sysiems. The objeci-oriented concept, whickh uses
ciass.and inperitance mechanisms is very efclent a2d axoected 1o De used Zol omly fer

segueriial lanzuages Sus also for parziiel lazgusges without aay ol loss iz Trocessing

spesd. Operatizg sysiems ior sarailel infzrence maciines are commpiex =g must be

written in logic or ‘unctional langusges wihich dave eficiens medularizaion Jaactions.
For system Zascisiion languages ler parailel machines, one acciiizzal luzcilon

muss be comsicered so permit pregremmers bo speciy the way of dividing one jeb

into severzl subjchbs o be processed in parailel. It s idea! thes operzizg 5

hardware systems can aurematicaily divide one given job ‘nic several paralel subjobs
weil encugh o =xploit maximum prallelism, however, it must be aifcult especiaily dor
most Al appiicaiions.

The practical way is to persuade programmers L0 est imate the behavicr of their
jobs and expiicitly specify an estimated optimal way of dividing their jobs intc parailel
subjobs. However, this specified way of division may be incomplete in most cases.
Thus, sperating systems and Zardware systes IDust compensaie for this specifisd way
of division depending on ke dynamic behavior of the joos and the load balancing of
the PFs. In some cases, system programimers must have the capability to speciiv ich
division 2nd job allocation expiicitly ic controi ioad balapeing.

Eardware people insist thai machine languzges be simple s0 tdat drmmware and
hardware sysiems can be simpie and fast. Recently, siaile optimization techigues D¥
compilers have advacced especially iz such larguazes as Proieg zad Smalitalk. Forlogic
programming langiages, this opiimizasion is quite edective lor cerermmizistic Dane ol
programe. This must be considered also for parailel infersnce machinss. However, for
nondeteminisiic parts and compled uznidcation pars, thig cpiimizztion s not sFeciive
and she axecution speed grestly varies dependisg onm ibe zmarzcieristic of programs.
Viors firmware nnd hardwars suppors ore aecessary Lo aisain higher speed for these
parts Machine languages must he designed considering the trade-offs described above,
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L4) Firmwszre

Firmware iz often used 1o impilement high level language machines like Lisp and
Proleg machines. In these machines, maciine language igterpreters are inpiemented in
frmware. Firmware impiemertation is Sexible and thus suitable to implement experi-
mentzl machines. In parallel infersnce machines, firmware implementation is adegunate
especially to implement some of machipe lapguaze primitives the specifications of which
are 2ot completely fixed. In the case of parailel mackine langracss, maragement of
saralel processes have to be mainly impiemenied in Srmware So ziiain higher spesd.
Corversinn betwesn loczl nazmes 224 giopal names for inter-oroczsser sommunicazions
23 zarbage coilection are aiso suiiable for implemention wsizg Ir—wars, Micrs diac-

aesis s also efective for maintenance,

L3) Bardware
Hardware for parailel infersnce machizes mzv be rougziy divided iate iwo parts,

namely, processing elements { PE | and inter-connection mechanisms. For the impie-
mentation of PE, there are several alternatives for arciifectures such as sequential based
tzg architecture and full datafow based srcalieciure. For the inter-2onnecticn meca-
anisms, there are aiso many alternaiives such as a shared memory with parzllel cache
and 3 variety of packet switching networks.

One of the imporiant decision faciors mav be the ameunt of hardware components

te Implement PR To encourzge parallel soiiwarse research, she grezter number of PEs
it impeTrant as well as she higher processicg power of 2ack 2F,
Glivez higher priority for harmonized combinatior of sciiware zad hzrdware sys-
Terzs. :le Dardware musi De desigmed ic be simpie making il use of stztic cpiimizztion
teczcigues. However, it Is alzo required ic execuie such functiets so guickiy that static
2PRIIIESTON CInIol IInDrove Processing sTesd, SXambiss of these fuzciions are the ora-
cess —zTagemeni and ibe inier-PE commuricztions, such as the conversion of names
azd interruption handling, Their hardware supporis necessarily ‘ncrease the amount a7
hardwars.

In addition ic¢ ike above conditicns, a stable and maintenzble implementation s
crutial to make the machines availabie for larger scale sciiware deveiopment including
the development of operating svstems and large evaluaiion programs.

L3} Device

The trade-off between ihe number of PTs and the processing power of each PE
beavily depend on device technelngy., Currently, CMOS is considered the most suitable
device for logic cirenits. Howaver, there are =till saveral alternziives such as gate arravs.
standard cells and custom LSIs. They differ in such paremeters circult densiiv, desizn
and production cost, and turn-around time.

The ideal way of prometing parzllel mackine researcl is to procsed on all these lev-
iz, but it is not practical because software research and hardwars research are mutuzily
seiated 1o each ather.

Generily speaking, less practical seftware research hos been dege on parallel ore-
cessing than on hardware. This i mzinly because sofiware researzhers have never been
provided with attractive parallel hardware eavironments stable and powerful encugh to
build large practical parallel software sysiems like operating svstems.



The lack of practical software research and ihe experience of running praciical
parailel programs are imposiang difficulty in dividing the required functions oi PE into
software funciione and hardware functions. This problem happens in the design of a
maciine languags.

Orne of praciical approaches is to design a pure parailel language at drsi. This
language must have the features required of boih a system description language ana a
machine langnzge. The design of both of these languages involves axperimental con-
srruccion of sof*ware and hardwars mocules Sc evaluate ihe desiga. Tals evelusiion
work 1s sssemtizi amd often meeds large sccle experimerial software and Zardware sys-
tams 3s tcois. The researca and developmmezt of parsilel inference maclines Tay e
~ecarded as the repitition of the design and evaluaiion cycie.

Thie ramerizion must be staried on a small scale and procesd e—=2unally o largar
scale sefiware and hardware systemms. However, al ihe Deginning, scitware researthers
must be provided with parallel hardware environments whica <oz hopefuily atirac:
them. The larger seale soffware experiments wiil produce mere valuable information
about t3e behavior of parzllel programs. This informarticn is essential to design better
parailel inference machines.

3. The approach to PIM in FGCS project
3.1 Onutline of POV research plan

The FGOS project was plzzzed 23 o fen-y

namely she ipitial staze (1852-1084), the intermediate stazs
stage { 1986-1001), Ia esch ssage, research gonus are rougniy derermined o azcl
and deveicpment item.

Fer PIM, she inisial stzze goal s to study basic meciznisms necessary fc organize
PIMs. The intermediate staze goal 's to build @ medivm scale experimertal PIM wiica
consisis of about 100 PEs. The final satge goal is to build a large scale experimental
PTM which includes about 1.000 PEs. The processing speed of ihe fdnal stage gosl is
expected o be around 100 MLIPS.

The rasearch goal for the software system for PIM was not explicitly determined
because 't was too dificult for us to sstimate the progress of the parallel software research
when we planned FGCS projest. At that time, we simply imagined that the hardwars
svsier of the final PIM could include most functions which we are now thinkiag zhas
the soitware sysiem, PIMOS. must have, The research and development items reiziad
to PIMOS and KL1 were recently added as a new part of the intermediate stage plan.

The ressarch resnits of PIM and its related items in the initial stage are summurized
10 sddition o their current sizius. Thev are PTM itseif, kerzel language { KL }, and
‘he segquenzizi infersmce machine (SIM).

by
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4. PTM researcn in the initial atage

PV researeh in the initizi stage was mainly intended to ciarify problems by inves-
tigating various paraiel processing mechanisms. We studied zeveral ! IM modeis suca
1e reduction and datafiow for she parallel execution mechanisms of logic programming
languages. Then we built several software simulators and three hardware simulators.
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For dataflow, we designed a machine model which was named PIM-D. PIM-D
executes logic programs in a geal-amven maaner: the sxecuiion of a clause is initiated
when 2 goal is given and it returns the results ic the o2l ln this execution, ihe PIM-D

can exploit OR and AND prellelism as well as low-ieve! paralleiism io unifcation.
A hardware simuiztor of the PIM-D consists of 16 PZs zad 15 sirvciure memory (

SM } modules, connecied by an hierarchical bus nerwerk. Each PE and SM is made of
bit-sliced microprogrammable processors { Am 2000 series | :-.;r:'. TTL ICs.

A solfiware simuiatcr was deveioped in C an ike VAX 0 confirm the darziled
ssrucsure of the PIM-D. A Proiog or Concurrens Proicg zrogaz is compiled imio a3
cavalow code, and runs on thisz simuisser os wel z= o3 $2a PTRM-D.

For reduciion, we desizzmed 3 =zchize medsi w Z"_i-cl-_ wes zamed PIM-R. Logiz oreo-
grarms generzie several pieces of rescivest Tom 3 body zoal o3 clzuse. This cam be
regarded as a reducticn process. Tae PIM-R consisiz 5t twe Trres of modulss, nfer-

ence modules and struciure memery meocduiss with derworis connecting tem. In ezex
inference module, logic programs are executed bzsed oo the reduction "I‘_,..._:['.R.ET:.
A bardware simulator and two softwere simuiators wers buill for the PTM-]

*,u
] h_a
4,1 l"b

with & shared memory.
[o addition to these two modeis, we buils an experimental hardware svsiem io
examize a hardware suppors mechazism for jeb division and zllscation in a multipre-

- - - - A - - . N 1 s 3 -1 b =T
cesscr envirgcoment., Tois Tmecnomiers WS memed the Hzou- wads meizod D wWDleh igle

STocassors issue reguests or jobs to she busy pn:c‘:zsc'z, L ZZe Zrocessor reguesis a job
T another processor, if soiits up s own job and szsses cne of she altermative clauses
[s] '.11': r_n....er srocesser. Thez, they serform OR aralisi sxscmiicn of logic srocems

Se experimental svstem consisis of 16 PEs | ma2K based computers | connesses

SF Two iypes of metweorks. Oze metwerk s & 2igl shrougZzus swithing netwerk for

trazsferring & splif Job and the other it & ring netweork ‘or ‘ob c2questing packers.
We obtained the following conciusions through the scfiware experiments using these
gimulaters and the experimental system.
1} Logic ':amgr:.m.ng is suitacle for parallel
cessed in parallel if theyv coptaiz parzilsilsm i ikem.
! The machine languags must be simrie ‘o obtain 3 fast and comr
) A stream-based logic programuming lanpguage ke GHC is adeauate for the base of
the machine language.
4} Static optimization tecanigues must be introduced jo make PEs faster and smaller.
3} Various hardware supports for inter-process communicatioas are sssentiai.
6) The total hardware system of PIM mmust be compacs for stable impiementation,
This conclusion impiles the importance of parallel soitware research to make ihe
hardware funczions of P™M clearer and simpier.

roczssing. The programs can be pro-

"l:!

ct PE.

r

3.3 Design of Kernel Languages
1} Desigz of KLO

The research on the kerze! _a.r_-;;"_!n.:e (KL . iar '.‘:} wWas wrurzen' for the desigz
of KLO which was the mackize language for PSI. KLC was designed in aimost the same
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4
|

1

a5,

"

level as DEC-10 Proleg adding several coniral pramitives and new daza tv
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A new language, ESP { Extended Self-contained Prolog | was designed fer the
svstem description language uaresnunchng te KLO adding the u:m::-]e-:* -priented modular-
ization function using class ana muitipie inheritance me*::lu.msms The efectiveness of
ESP, especially itz modularization function has been proved in wriing SDMPOE { P31
programmicg and operating sysiem ). Sofiware sroducsivity has been greatly .IIl‘J.Cr\?Ed
bv ESP and its prog‘rz_"'“"g snvironment iz SIMPCS.

In the intarmediaie siagz, K10 has been redesigmed for the imprevement of PSI o
incorporate siatic optimization tecaniques more effectively bv 2 r:::m*_.:—i'-.er‘ The zew AL0
is based on the absirscs Troleg machine insiructics set propesed Sy D.E.D. Warren,
]':I:nweve" =ary “uncsicos ate sdded fo keep the compatibilisy o the crevicus a0, Toe

rirocuczion of static cotimizasion is expected o lmprove ihe sxecution 5D a2 of ike
aew PSI( PSIII ) swo so three times. This -3...’.*;5 design exzerience anc usagz 2as

mzde 3 great comiTibusicn o the Teseacd and deveicoment of e
2) Desiza of KL:

Research on KL1 was bequn with the studies of such languages as Uoncurrent
Proiog aad PARLOG. We intended primarily to design the core language from which we
couid desizn the machine language and also the system deseriction lazguage. From the
viewpoini of Zardware, ihis core language is required io De as simzie 2s possible. From
the viewpeint of softwars, it must be clean aznd sewerful to be able to iniroduce new
ocammig ssscerts 3o saradizms for descrifing cperating sysiems and apoiicsiion
TOZTAmS.

Through discussicns with resezrchers om abread a=¢ excerimerial comsiructic
of language interpreters and sampble DIrograle. we designed z new laaguage, GEC |
Gurded Horn Clauses 5. Ti ‘s 3 siream-base AND parailel laoguage 2z
of the sofiware zaad hardivare -aguiremenzs. Main feasures of GEC are summarized as
foilows:

L B

For deseription of parailel prucevsiug;
1) Dvnamic inter-process communicaticns via logical variables
2} Flexipility in the size of processing granularity
3) Simplicity of description
As 3 logic progromming languags;
4) Patierz driven clause selection
5) Singis azsigmment via logical varizbles

In the intermediate stage, we started to consider the detailed structure of KLl
Cusrently KL1 is divided into three lavers, namely a machine language (KLi-bl, a core
lacguage fKLl-r:} 3 pragma (KL1-p), 2nd a user language (KLi-uj.

PL'L b is -Le machine jazziage of PIM. Its design is aimoesi the same 3s the desian
itectura, sspecizily, vhe desigm of the PE. The execution mecazmism
‘iag for 2n experimental interpreter in C. Opsimizaiion oy

g coosidered,

T

KLi-= is she core ‘ancuacs of AL1, and iis language features determize tze prin-
cipies of KL1 itseif. KLI-c is zow being designed nased on GHC and sxtenced zo that
we can describe important funcsicns of the operating system,. PIMOS, suck as interrupt
nandling zund rescurce management.



KL1-p is a set of declarations to specify the way of dividing a job into parallel
subjobs, and to specify the estimated amount of load for each subjok.

KL1-u is a user language used tc describe the operaing system and users programs.
KL1-u must have modularization functions and we are working on introducing the
object-oriented moduiar structure.

The evaluation of these language specifications must be done by actually writing
many sample programs. This work is currently done using PSIs and VAXs. Parallei
exection environments are also desired and the muiti-PSI system wiil be used for this
purpose.
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3.4 Development of SIM

In the initial stage, we developed the sequenptial inference machine {SIM) as a
software development tool. In the development of SIM, we built two types of machines.
One is named PSI and the other is named CHI. The progran.ming and operating system,
SIMPOS, was also developed on PSI. It is written in ESF and its current size is about
200K lines in ESP.

1) Personal sequential inference machine { PSI )

PSIis a personal workstation ran under SIMPOS and provides researchers with an
execution speed of ahout J0KLIPS with 80MD of main memory plus a multi-window
based efficient programming envirormert. To rvn logic programming languages effi-
ciently, PSI uses a tag architecture and s hardware supported stack mechanism. KLO
is interpreted by microprogram using speciaiized hardware mechanism. As we intended
to distribute PSIs to many researchers, we used TTL devices and made a reliable and
maintainable implementation. Its cycle time is 200 nas.
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The high execution speed of PSI is attained by microprogramming techniques and
specialized hardware supporis. The key featurss of the hardware supports are for dy-
nzmic data {ype checking, shoriening memory acoess time, especizlly stack access time,
and dynamic memory zllocation.

2} Cooperative high-speed sequential inference machine { CHI
CEI was develcoed == a high speed prolog =ngine connected as a back-2nd processor
to PSI, intendad zs the fastest pessible machize Jor legic prograrmming, It introduced
the low level —zactizme instruction set prcnc=e-" oy David H.D. Warren, callad absirpe:
sroicg mackine insiruction set. and fully auilized ihe stasic optimizing teconicue by its
compiier. CEIL was implemented using CML (Currezt Mode Logic! devica zecinoiogy
and aiiazized IGO0 2s in machine cycie iime. It attained abeur I80RIIPE o aopend
operaiion azd zbout 200 KLIiPS for usuai pregrams.
3} lmproved versicn of PSI and CHI
In the intermediaie siage, these machines are being improved using L3Is tc make
smailer-size modeis. They are called PSI-II and CHI-IL-
PSI-II has the low-level machine instrucsicn set similar to Warren's set, but, It has
more optimized instructions. The design of PSI-I empioys the following.
1) The low-ievel machine inetructicn ses
2} Eculpmeni of arg":""‘e"'t Tecizters

31 Using 3 siacks, loczl, giobal, and trail stack

4) Struciure copying for the struciured data
Srecificaily, ihe zew PEI's C‘-'”T will be used as element processors of 1he —uiti-PS1

svstem. The execuiicn speesd of PSI-II is expecied lo be lmproved to 150 HLIPS. We
expect thai :L.b ‘mprevemens will be afective to impiement the interpreter oia sarailel
logic programming language suck as GHC.

Tn the design of CHI-I, we intexded to make i much smaller than the previous
medel because the implementation using CML device made the size of the previous
madel teo larze to use it as a practieal prcgra;:n.umng tool. CHI-II uses CMOS VL.SIs
a:u:l 1 MEit memorv chips to obtain the size like a deck-side locker keeping almost the

ame performance as the previous model.

Tarougn the davelopment of SIM, we learned a lot of things about the hargwar
and scitware unplementations for logic programming, They are effectively being appiied
for the research and development of PIM.

s] Efective implementation methods of the tag architeciure for logic programming.
bl The static cosimization technigues and design methods of the eFcient machine
imsiTuction ser.
¢! Dvzamic Seravier of mazy legic programs through the evaluation of PSI's micre
ipserpreter.
d) 5*- stem programming techniques using logic programming through ihe deveiopment
[ 3IMPOE.
Y Greu.t merits of using logic programming for writing complex programs like cper-
ating svstems.
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f) Great contribution of the cbject-oriented modularization to software productivity
and reliability through the use of ESP for SIMPOS and other various applications.

3.5 PIM research in the intermediate stage

Censidering about the research results i the initial stage research and development,
we mazde the mere detailed pizn fer PIM research in the intermediase stage,

1} The interm—eadiste sizge geal for PIM

™ P T——
Lo2 TESeRTIh o
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L 2

i
N e et 1,

] 5

1 o nouga to zuppors PTAIOS,
e experimental PIM operating system ic Zaveioped in parailel witk the harfwars
development,

This new goal puts more weight on the efective combination of the hardware and
seitware. The hardware system s reguired to be simpie. fasi and stable. The PE is
based or a sequential execution mechanism and opiimized fer the execution of KL1-b.
This experimental hardware system s icformaly cailed PIM-L

For the PIMOS development, we zzed 3 stable parzilel hardware envircomen: as
H
1=
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Iis deveicters jool. To encoursgs scitware Tesearchers, this 2zs<wzre anviroomeri

esiec io De fzst, Sexible and siatie zs much zs passible 234 2lsc musy be orovided as

2002 z£ peesizle, The multi-PEI svstem i3 zimest the Dest sciuviicz in <his arelest o

[&]

fullfl skese requirermenia.
2) Dasicz of the miermediaie siage PIM, PIM-I

L2e resesren of PIM-I was Degun with the design of the mactine lansuape. KLI-
b. Tha execution mechanjem of KL1-% lsc being desigzes writing experimental
interpreters in ESP and C. In tbis funciicnal design phase. we are studying following
items:

1) For synchronization and schduling: internal structure of geals, priority scheduling
queues and goal tTees to munage logical goal relationship; suspend-hook mechanism;
and eficient contexi swiiciing mechansim.

2} For communication: shared buffer communication and packet communication; and

e=lent context switching meciarnisms for remote data access,
3] For stream: CDR-cading snd special primitives.

4) For fine grained activities: opiimizing commpilers; improved bounded depth-drst
sczeduling; and a low level instruction set based on secuesztizl axecution,

5) For large grained aciivities: load distribution primitives.

The design of the machine language and ifs execution mechanism has to be pro-
ce=c wiil the functicnal desigm of the PE and the copmecticn mechznism. We ar
now intending to insroduce 1 civster cancept and 2 shored memery 1o reduce intesPT
communication delay. Concerning to the dardware of PIM-I, we zre studying foilowing
items:

1} Functionms of the cluster: logical clusier and address transformation; physicul cluster
and its implementation; and inter-cluster network and ciuster controler.

i’
¥

]

1y
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2) For memory system design: parailei cache mechanisms; proper usage of local and

shared (global) memories; and specialized memory mechanisms dediacted to KLi-b.
3) For the desicn of PE: implementaions of fag architeciures for KL1-b; efcient con-
text switching mechanisms; and communicstion haraware and interrupt handling

machaniemms,

To aftain the farget processing speed for PIM-I, we are irying to mazke tie PE
3t lezs: fzsser shza PSI-T for KL1-b and zlse inirocduce {zsi inier-PE comnricziicn
—ectzzisms sucl o8 3 sctal shared memery so ihat ihe overdead In ihe cammunicaticn
ca= te reducad by & vasiery of omiimizasion tesizigues io De develc cpes oY seiiwars

resesioRls.
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Orgazization of PIM-I

2.6 PINMOS research and the mniti-PS1 sysiem
1} PIMOS researca

The ultimaze zoal of the parailel software research may be to-develop various useiul
seitwzre technciogy oz paralel compurtational models and aciually cepsiruct various
software sysiems oo prallel machines. As 3 small step foward this gozl, we aims to
buiid az EK‘_"E"""""EEHIJ operating system, PIMOS which will be operational on PIM-L
The primary gcal of PIMOS research is to build the experimental software system for
hardware resource management of PTM-T. This software sysiem may correspond o the
kernel and supervisor lavers of usual operating sysitems.

T research is Tegin with the studies on such ltems:
Control mesheds for icD a

Nocziion azd locaiiiv of communicazicn berweas PEs.
‘\-{ﬂmur}r maaager—ant a=¢ GU for distribured environments.

Program code mazagemen: and distribution methods.

Methods o handle input/output and interrupt.

LT R -
e e e e et

Debugging and menitering of parailel programs.
These research items have long been realized as impertant but difficult research



themes in par]le]. processing, We stam this research with the impiemeniation of KL1
interpreter on the multi-P31 svsiem.

For the job allocation problem, we have decided io have a policy of persuading pro-
g-ammers to expiicitly specity the wav of dividing their jobs and the amount of load for
each divided jobs. We are now trving to introduce a two-dimensicnal processing power
pleze { PPP ) model where a Pregrimmer iseumes that processizg power is uniformely
dissribures on 3 two-dimensional plame, The size of :"n plz=e ares ‘::":Eﬁcncs to t;e

ammouzt of processing power. The fli nce berwesn iwo toinis on the

to s2e coss of she communicaiicn E gpeciiving the way of 2iv cj,.;_: :'r-.js pi:—.:e s.:é
the cormeszeondence Detwesn ke Givided area ard ine divided leb. tta o ZTmTmar oaT
recresen: nis or her suggestion atceus ike jeb allecstion. The specifzatizz is written

using XL1-p | pragma ). It is uniiZely thai this suggestion is iy somreen, Tzen
dyzamic reailocation of divided jobs musi he mzde by PIMCSE and DNAT 1o atain
perzer periormance. This idez of job allocation has not been examined deeplv, however,
it may be a suitable start point of this research, Many ideas of this kind will be studied

aczuzlly writing programs on the muiti-PEI system.

/i
/|
' / orocsgzing nower
i S :
/i lozd balencing by
= /. orogremmeripracmeal

i
.

Process Allocation Strategy {Load Balanding)

2) Development of the mult]-PS]I system

The multi-PE] system is deveicped for parallel seitware sxperiments. [t i3 desitalle
to be provided as socon zs pessible to promote PIMOS research. We tiaz fo build twe
versions of oe multi-P51 system, namely, MPEI-V1 and MPELVEI.

MPZi-V1'uses 6 to 8 currext PSIs (P5I-I) as its PEs. Thev are cennected with a
two-dimensicnzl mesh {ype network. Ezch aode of this zetwork hzs dve ipput/ouipus
channels and a simple routing mecianism. Ope of these channels is connected to the
PSI’s internal bus. Its basic data transfer is controlled by PSI's microprogram. Its data
trznsfer raie is about 500 XDvte/sec for each channel. The routing mechznism of each
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node passes each packet one channel to another without interrpting the PSI connected to
that node if the destination of the packet is noi that PSI. On MPSI-V1, the interpreter
of KL1, actually GEC, is written in ESP using SIMPOS. Then, the execution speed of
GEC will be slow, however, the parallel interpreter using communication facility can be
build and evaivazied. MPSI-V1 will be avilable in :'i.ugﬁsi: 1086.

MPSI-V2 will use 16 to 64 CPUs of PSI-II as iis PEZs. Tae conneciicn netw

mos: similar so shat of MPSI-V1, however, its size will De sma_2r using LSis
aravs) and iis iraosfer meie will be iproved. On MPEL-VI, skhe interpreter of AL
will be wriiter I micreprogram so thai fazster exerusicn speec can De ailainec. We
aTe exgeciing $hat i§ cam artain arcunc 100 RLIPS I “\e.. :;-G._:I‘_-d..a_._.ﬁ do DoF ocause
scspentions often. Thus, larger seale soffware experiments will De possitie on MPEL-V2
';\,l_c_..!, she hriiding of PTMOS. MPSI-V2 is claned fo be sveiizble arcund she end of
1957,

(5]
=
L
7

LR

4. Concluding remarks

In this paper, the effeciive combination of software and hardware svsiems cn PIM
is emphasized. To premete the research and development of parallel soitwars techoolgy,
the intimate cooperztien of software 2nd hardware peopie is essential. The pri=ary
role of the hardware pecpie is tc povide parallel hardware environments whica czn be
a;".::b:';ve ocls for she scfiware cecple. In the FGCS p"'m'.:. wa sre building s3e —uiii-

PEIsyeiem for providing ihis tecl. We also ing md thzs PTMT will Sa = zexs versicn
of the -au.ﬁ Prallel software research Das :0 mMany UDEIDOWD TIODIEIS ‘: v thess topois
‘ﬂa; to be improved repesiedly in TaTY years. Qur current efficrt may be regorded as

starsing the 2 _."E" step of sls repetificn foward tle rezizaiicn of Jaily parzilet ipfare=ge
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