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RHSTRACT

The Japanese Fifth Generation Comput-
ar  System (FGCE) project is working to
develop a high-speed parallel inference
machine. We have already proposcd B new
OR parallel inference method called the
HABU-WAKE method[Kunon  BSabl [ Ilashiki
851, Tn the KABU-WAKE method there are
a number of processing elecents (PEs)
each working seguentislly, but the total
syetem performs poarallel inference, We
are currently evaluating the method wus-
ing a dedicated experimental system. We
hawe found that simple search problems,
such as the N-gqueen problem, are salved
efficiently[Kumon BSab] [Schma BR].

In this paper, we evaluate the KARU-
WAKE method for a definite clause gram-
mer (DCG) parser, as a more practical
application than the MN-gueen problem.

This research was sponsored by MITI as
a part of the Japanese FLLUE project.

1. INTRODUCTION

The goal of the FGCS project is to
puild a high=-speed inference machine
that uses parallel processing. We have
peen studying ways of realizing a high-
gpeed parallel inference machine. Homw -
ever, seguential inference machines
pased on & 2tack mechanism are currently
ftaster and more efficient than machines
using a parallicl architecture. Thus, we
tried to build an OR paralilel machine
pased on seguential infarence using a
stack mechanism.

The performance of a high-spead parsl-
lel computer depends an the following:

- The pe: formance of each
elemant {FE)

procassing

- The overhcad for parallel processing
- The number of PEs

In the KABU-WAKE method, we reduced the
number of subtask transiers, enabling us
to build a high-speed parallel inference
machine using high-performance FEs.
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2. THE KABU-WAKE METHOD

The KABU-WAKE method is
zpgquential PROLOG execulion. In conven-
tional seguential PROLOG procassing,
such as in DEC-10 PROLOG, execution in-
volves selecting an applicable rule from
4 PROLOG database, eapplying it to the
curresnl goal, and making a new  goal.
Aned if Lhere is more than one applicable
rule in the database, the system selects
ane oand  purhes Lthe other on a stack to
e executed later. If no rule cCan  be
applied, the system backtracks to the
golint at which it pushed alternatives
oo the stack, pulls the the alterna-
tives f£rom the stack, and resumes pro-
CESELNY.

In the KABU-WAKE method, 1if one FE is
performing seaquential  processing  and
gnother prosessor is idle, the idle pro-
cassnr  signals  to the busy processor.
The busy processor finds dits  oldest
unprocessed alternatives on  the stack
Aand tries to divide the search tree at
that point. It then sends a portion of
the tesk to the reguasting PE and
deletes +the alternatlwves from its own

haged on

ztack. This iz like splitting a liwving
Tree at a node, we call this diwvidod
subtask  "KABU® $n Japanese.

To ecreate a subtask, the sending PE
must  backtrack temporarily to the node
at which the ailternatives were oreated,
noecause  oinding of variables after that
pode may change the values of wvariables
in  the divided subtask. To wvoid such
bindings, the system records the warl-
aple binding time in each variable cell,
and volids according to the time each
variable was bound.

The HABU=-WAKE mathod reduces the
manunt of communication between PEs, be-
causa there is no communication if there
AT e bidle  processors in the system.
1t alsc reduces the overhead within each
FE, bBecause PE=z sxecute ordinary seguen-=
tial progessing, except for sSplitting
subtasks.

The EABU=-WAKE method alsoc enlarges the
subtask granularity,. because s FPE sends
an o erbire subtask, rather than a single
prodicate or unit clause, which reguires
g lot of inference.



3. EXPERIMENTAL SYSTEM

=" The esperimental system for  the
KABU-WAHE mothod consists of 16 FEs con-
nected by 2 dedicated metworks called
+he TASK-NETWORK and CONTROL-NETWORE..
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Fig. 1 Hardwarse Comfiguration of
The Experimental Machine

The hardware configuration is shown
in Fig 1. Une of the PEs iz called the
manager and the others are called chili-
AT en. The manager is used as tha con-
sole of the machine; a user 1lnputs a
guery wia the manager, and it is given

to one of the children. The manager
also collects the results from  the
child.

Each PE contains a general-purposa mi-
cro  ecomputer and adaprers for the dedi-
cated networks. Table 1 shows soma
characteristics of the PEs.

Table 1. Characteristics of PE

CEU: GEOLD (10MH=Z)
MAIN MEMORY: ZMB
TASK-NETWORE 2MB /s
CONT-NETWORK : Bas/ round
{2MHz clock)

Each PE includes a KABU-WAKE pIOCesS-—
ing system, and all PEs have the same
PROLOG database.

The TASK-NETWORHK and CONTROL-NETWORE
are provided by following Teasans:

- To reduce the overhead for subtask
transfer

- 7o reduce the overhead for finding
an idle processor

7he network gpecifications are ag fol
lows:

* TARSH-NETWORK

The TASK-NETWORK is an B-bit parallel
data transfer multi-stage network. It
rranslers variable-length packets from a
sender +to a specified receiver. Each
packei has & destination address which
is added by the sending FE; the multi-
stage network sends the packet to the
specified destination.

This network also has a broadcast
made, which can be used to deliver a
PROLOC database from a manager FE to the
chitdren. OData is transferred beliween
TRSK-NETWORK and PEs' main memories by
the direct memory access (DMA) controll-=
BT .

The network throughput is about 2MB/s,
however, main memories Teguires somé
wait cycles to the DMA  controller, aril
data transfer by software petween the
OMA-accessible buffer and areas usad for
inference drop the throughput to 50KE/s.

¥ CONT=-NETWORK

The CONT-HETWORK is a 16-bit parallel
data transfer ring network. Each PE has
a control network adapter (CHAY, and all
the Ckas are connected in a circle.
This network is used %o report each PE's
atatus f(busy or idie) to a1l the cther
pEs. The 16 bits are divided into 4
bits for the packet address, 4 bits for
pach PE's status, and 8 Dbits are froa
for other information.

4. EXPERIMENTS

We previously cnllected data for the
N-gueen problem, and found the EABU-WARE
method to perform very well. We are now
comparing the performance data for the
noc pearser with that for the HN-gueen
problem. Wwe parsed three sentences
with a DCOG parser using the KABU-WAKE
method.

Tne thres sentences and their charac-
tgrigsties  are below., HBecause of ambi-
guity in the original Japanese-language
sentences, the follawing translated
English-language sentences do mnot have
exactly the same meanings.

Sentence 1:
*wakai otoke wa kouen de akai boushi
ne onna no ko ga hon wo yomd nowo
mita”.

MEANING: A vyoung man Saw & girl with a
red hat reading a book at a park.

Thigs sentence takes 18 seconds for

one PE to process, and it has 10
parsing trees.



sentence 2:
"ami fuku o wakal otoleo wa kouen oo
ki no penchli de akal boushi no onna
no ke e atarashii ryouri no han wo
yomy nowo mita”.

MEARMING: A man wearing blue clothes saw
& girl with a red hat reading a new
cackbook on 8 wood bench at a park.

This sentence takes LE67 seconds for
cne PE to process, and it has 80
parsing trees.

Sentence 3:
“akai fuku no wakai otoko wa watashi
ng machi Ao kouen na ki no benchi de
akai woushi no onna no beo g4
atarashii ryouri no hon wWo yomu nowo
mita".

MEANING: A voung mMman WEeBTINg Ted
clothes saw a ogirl with a red hat
rieading a new cookbook an a wood
bench at a park in my town.

The Sentence takes 2141 seconds foro
sne PE  to process, and it has 560
parsing trees.

Sinze DUG parsing problems have no na-
tural parameter of size, such as N in
tha N-guean problem, We discuss the size
in terms of the cpu time to solve the
problem by a single Processor.

We obtained execution times for dif-
farant numbhers of PEs, from 1 to 12, We
also checked the number of subtask
transfers, and dynanic status changes
during execution.

5. EVALUATION
ljParformance improvenent ratic

Fig 2 shows the performance Lmproves-
ment retio due to parallel processing
for some DOG parzing and N-gueen prob-
lems. Foar Sentence 3 with 12 PEs, the
perfarmance improvement ravtio is 91 %
of the idesl performance.
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2 Number of subtask transfers.

Fig 3 shows the number of subtask
iransfers wversus the number of PEs for
the DOG parser. The relationship is ap-

proximately linear for all the DOGC and
N-gueen problems.
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3)Ddynamic change of PE statuses.

Fig 4 shows the dynamic status
changes of PEs during parsing of Sen-
tence 3.
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Fig. 4 Dynamic Status Changes of FEs
during Parsing of Sentence 3
with 11 PEs

At the beginning of task execciion,
there are not many large subtaskse near
tha root of the search tree, so subtashks
are small and their execution times are
shorc.



AS task execution proceeds, larger
subtasks are produced and all the FES
are busy processing large branches, so
there iz no communication in This stage.

As task execution ends, the FEs are
either idle or are working on small
aubtasks: a1l the subtasks held by busy
PEs; are small or not splittable.

From these figures, we can draw the
following econclusioms about  tThe KABU-
WAKE method.

Larger tasks gre executed more effi-
cliantly.

With 12 PEs, Sentence 3 dis 11.1 times
faster than with a singie PE, but sen-
tence 1 i3 only 3.9 times faster.

This means that sentence 3 is executed
more efficiently by the KABU-WAKE method
than Sentence 1 is.
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Fig 5 shows performance improvement
ratioc wversus task size. Larger tasks
such Az the l0-gueen problem or Sentence
3, are executed more efficiently, but
aven for an N-gueen prooblem and DLG
problem with the same task size. the N-
gueen problem is processed more effi-
ciently. For Sentence 2 and the 7-gueen
problem, the performance improvementT Ta-
tios are nearly the same, even though
the task size of Sentence 2 is  about 7
times larger than that of the 7-gueen
problem. This is bescause, the war of
transferred data bytes during « .~-ution
iz gifferent for DOG problems and  the
N-gueen problem, For the N-gueen prob-
1em, the number of &ransferred data
bytes 4is about 174 to 175 that for the
oG problems.

Fig & shows a schematic time chart of
task divieion, and subtask transfer and
receptien. The overhead fco cons
tien DatWeen TEs oy one £

mIsa—

ntask

transfer depends mainly on the amount of
data transferred.
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of HABU-WAKE process

During subtask splitting and transfer
to an idle PE, the sending PE must stop
its own inference. The receiving FPE
must convert the transferred subtask
into an  internal form suitable for
inference. This conversion takes about
az same time as trancoferring a subtask.
Currently, the data transfer rtate of
TASK-NETWORK is not wery high, so data
transfer significantly rteduces system
periormance.
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Felation ship Between Input Task Sizes
and the Number of Subtask Transfers

The subtask granularity increages as the
tosk size increases.

Fig 7 shows the relationship between
the inpur task size and the numbar of
subtezk  transfers. We can See the




number of transfersz iz not proportional
to the tesk size, but to the logarithm
of the task size.

It means that the average subtask
granularity increases as the size of the
initial task increases. Parallel infoer-
ence afficiency 1s the ratio of infer-
ance execution time to owerheoad  for
paraliel exesution. Thus, the EABU-WAEKE
method 1s suited to large tasks because
the amount of communication batween FEs
is kept relatively low, and the effi-
clency increases.

6, CONCLUSION

We have experimented and ewvaluated
the KABU-WAKE method. We have tested a
DCG parser on our experimental machine
as a practical application.

We hawve found that the KADU-HAKE method
can  solve larger tasks efficiently be-
cause the subtask granularity bDecomes
large as +*the input task becomss large
ant the number of subtask transferz is
kept relatively laow even if ihe input
task becomes large.

Eo the KABU-WAKE mathod iz suitable for
a large problems which has & lot of
parallelism.

In the future, we will work on the
followings:

= Speeding up PEs by using compilation
techniguas

- Reducing the amount of owverhead for
subtask splitting

- Reducing the amount of overhead for
tranzferred date conversicn
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