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Abstract

A legal case consists of a number of temporally estangled afais. To fornalize this temporal
structure, we need to write down relations between events and states with much effort, while most
of the relations may be useless, We propose a method to generate these temporal relations auto-
matically. We defiue verl types according to their temporal features. According to the type, time
intervals are introduced for each affair. We give defanlt assumptions for aligned sequence of affuirs,
ter relate intervals and affairs, A Prolog program is developed to illustrate the feasibility.

1 Introduction

Although logical inference by legal rules (RBR; rule-baserd reasoning) has played an important role in
legal reasoning, legal rules are often too abstract to be applied directly to real problems. Therefore, we
have been also required to compare a new problem with precedent cases (CBR; case-based reasoning)
|13, 14, 9, 18, 3]

Helic-11 system [15] is one of such a hybrid system of RBR and CBR. A case is described by a
semantic network like Grebe 3], where temporal relations in affairs in a case are an important part of
the network. In Helic-I1, Allen’s interval logic [1] is used for these temporal relations, however, it was
problematic in the following two points. First, combinations of n affairs explodes to the square of n
relations although most of them are useless information. Secondly, it has been very hard to write down
such an cntangled sequence by hand as: an action changes to a state, the state was broken by another
action, this action makes another state, and so on.

Our objective is to antomate this process. In order to realize this, the method of ‘plan script’
[19] has been often nsed, where each verb has a predefined course of subevents. However, to build up
plan seripts for so many verbs which can be used in legal matters is another painful job. We propose
a method based upon the temporal type of each aflair and default assumptions. First, we define a
temporal type for cach affair, that represents the temporal features of the affair. Therefore, we do not
need to attach heavy plan-scripts to each affair. Time intervals are introduced according to these types.
Next, temporal relations between these affairs and intervals are generated by given defaull assumptions.
Thus, we are liberated from the tedious work of writing down interval relations.

In the next section, we introduce some fundamental theories in regard to temporal features of affairs,
and give formal definitions for them. In the following section, we explain the flow of control as well as
default assumptions, and illustrate how temporal relations are made. [ the final seetion, we summarize
our contribution and our future plan.



2 Temporal Features of States, Processes, and Events

The simplest way of representing time is to assume a directed line that extends from the eternal past
to the eternal future, and to map events on that temporal axis, nsing time parameter ‘t." However this
time axis method is too strong for the semantics of natural language, because il is often hard to map
events, states, and other temporal ontology on this axis precisely. The interval logic [1] is one method
to loosen this strong topology to more coarse-grained time, where time intervals themselves are the
temporal ontology instead of time points,

An interval can be interpreted as some time duration where an event oceurred. McDermott |7],
Kamp [10, 11], Shoham [20] and Kowalski [12] proposed event calculi in different ways, however, they
are common in that they can articulate time from a set of events; some of them can define ‘an instant’
(point) of time as intersectional intervals of events.

In this paper, we basically observe the interval logic, however we also introduce a pointwise notation
just for convenience, so that our logic is not a pure event calculus,

2.1 The Classification of Verbs

As for the classification of verbs with regard to their temporal features, Vendler's one (States/ Activities/
Accomplishmments/ Achievements} [21] is hitorically famous. The important distinetion here is that
several affairs can define its terminative points like Accomplishments and Achievements while others
cannot. An affair is called felic when its terminative point can be defined, and otherwise it 1s called
atelic [4]. This distinction becomes important in relating two affairs, because it decides whether a
certain event occurred during the preceding event or after the preceding event. Especially, in legal
reasoing, the scope of duration of a deed may affect upoun the legal judgement.

Parsons [16] overviewed recent studies on verb classification with this (telic/ atelic) point of view
{Fig. 1). Allen’s classification (Processes/ Events/ Properties) [1] and McDermott's classification (Fact
type/ Event type) [7] can he rather easily mapped inte the Parson’s chart. Binnick’s classification [17]
is also almost same with Parson’s though more precise.! Therefore, in this paper, we observe Parsons’
latest classification.

First, we distinguish sfative verbs from active ones, Next, active verbs can be divided into telic ones
and atelic ones. We call the former as eventual and the latter as processive. We call affair for the most
zeneral class including states and activities. We will redefine these terms with use of intervals in the
following subsection.

2.2 Definition of Intervals

In arder to formalize the distinction of states, events, and processes, we need to define the following
two states (intervals) and one time point [16].

Definition 1 (States of an affair) An affair consists of the following terms,

[. in-progress stafe:
In-progress stale is the interval from the inceplive paint of progressive activity, to the culminalive
{terminalive} point. This 15 alse called development portion.

2. time of culmination:
The culminative poind 15 the point where the objective of deed 13 achieved,

"Bipnick divided first states from nou-states, then non-states into telic ones and atelic oues, and then telie oues into
developient and punctual ocearrence, that corresponds to accomplislinents and achievements, mapectively,



affair

stative active

processive eventual
{atelic) (telic)

Figure 1: Verb classification

4. holding {target) state:
Target staie 15 the inderval from the culminalive poind, fo the point to recover to the original stale,
The state 15 also calfed holding state of it 152 not instenfancous, viz. the achieved stale s held for

some Hme, *

We call the in-progress state and the holding (larget) state, as IP-stale and HL-state? for short

respectively, from now on. *

In general, an aflaic begins its [P-state from some beginning time, and ascends to the culminative
point. Then the target state is held for its Hl-state, as is shown in Fig. 2. [o that figure, the [P-state is
shown as the lighl gray interval and the HL-state as the dark gray interval; two intervals are contiguous

at the culminative point.

[P-state

———————

culmination

Figure 2: General affair tvpe
The variety of temporal features of allairs is given rise to by the following two attributes.

* Length of euch interval:
If II"-state has zero-length then it happened instanfaneous-ly, and otherwise it was durateve. If

HL state has zero-lenglh then the state recovered to the original state immediately.

+ Hoth ends of cach interval:
[P-gtate begins with the inceptive point and finishes with the culminative point, and HL-state
beging with the culminative point and finishes with the point to recover to the original state.

“Somne linguists may be sensibive lo the usage betwoen fargef state and holding state, however. the discussion is out of
Ehe seape of tlis paper,

T A our position is based wpon intervad logic. we adopt the name of hohling state,

Marsons also ingroduced resaltent state that is the senprt of Lo aolloesee of thee deed . repadless wlhether the target
state is recovered fo the original state or pob. lowever we danal mention Uhis sbale Tovthermore in this paper beeause the
concept only concerns with the interpretation of perfoctive



These points are often unknown, and for such an unknown point we call the end of the interval is

upe,
We give the definitions of verb types in terms of the above interval fealures.
Definition 2 (Classification) Verb types are classified in terms of states as follows:
1. An affair is stative iff it s in Hl-state. Both ends of HL-slales are open.
2 An affair 13 processive iff it is in [P-state. Both ends of [P-states ave apen.

48 An affair is eventual iff it culminates. [P-state and HL-state meets at the culminative point.
The recovering point of HL-state i3 open.

In Fig. 3, we show interval relations of such verh types.

stative HL-state

Processive 1P-s1ate
r SEAE S'__ .- ‘;._}f‘"?ﬁ i .a."*--. .__

3"3"“.'3"' ~ IP-state HL-state

o L

Figure 3: Various verb types

Hers, we define functions IP. ML, and C. which retrieve [P-state, HL-state, and the eulminative
point respectively, given an affair. Actually these functions refer different parts of an affair, so that we
call them reference functions.

Definition 3 (Heference functions) (Fiven interval type and point fype of time,
I Aw T P{x) o affarr — inlerval
2. Az HIL(x) : affair — interval
i Az.Clx) o affair — point

where Az f(x) s a — 3" means that f 15 a function that bites a variable = of lype o, and tha! refrieves
an object of type 4.

According to the verb types above, reference functions works as below:

@ | stative processive eventual
I1P(a) - w.d. w.d.
HL{a) | w.d. - wd.

Cla) - - w.d.

where ‘w.d.” means well-defined, and *-" means uvnknown,



2.3 Time - from the situation theoretic point of view

Situation Theory, proposed by Darwise and Perry [2], is a paradigm to represent the situatedness of
meaning, like as possible world semantics [6]), DRT [11], and mental space [8]. We use this situation-
theoretic nolations because il scems Lo have richer notions than possible world and DHT and sounder
logical foundation than mental space.

2.3.1 General terms

A unit of information is called infon, and an infon has the following [orm:
“rel,ayan, - p &

where rel is a relation {that corresponds to a predicate of predicate logic), a;'s are parameters for this
relation, and p is a polarity which indicates positive/ negative (1/ 0}, When a situation s supports an
infon «, we denote:

CR =N

2.3.2 Situation vs. spatio-temporal location

The first version of situation theory distinguished the notion of situation from that of spatio-temporal
location; the former was an abstract one and the latter was a part of our physical world [2]. There have
been some arguments for this distinction thercafler, though it is also possible to regard spatio-temporal
location as a kind of situation. In this paper, we would like to regard temporal locations as situations.
Namely, we would regard time intervals as situations.

2.3.3  soa vs. corc

The next zonrce of confusgion in situation theory, when we apply it to temporal matters, is the definitions
of soa (state of affairs) and coe (course of events). By definitions, a situation is & soa, and a coeis a
function from a location to a situation; therefore if one location is fixed, a coe becomes a soa [2]. This
implics that only stative type relations are allowed as rel's of infons.

Onr ohjective here is to denote various types of verbs as infons, so that the definition becomes a
barrier to our further formalization of temporal features,

We introduce a new notion of coa {course of affairs) in this paper. A coa i3 a sequence of infons,
weluding affairs of various types. Namely, we admit eventual type and processive type infons. However
this new definition, that is a relaxation of the definition of infon, gives rise to a serious new problem;
we are now required to give meaning for the supporting relation ‘s = o' if ¢ is processive or eventual.
We will discuss this matter in the following subsection.

2.3.4 Supporting relation

There is a problem in interpreting the supporting relation if we regard a sitnation as a spatio-temporal
location. Cooper [5] pointed out the problem by the notion of temporal well-/ ill-foundedness as follows.
What is the natural definition of supporting relation *! | @', for some time interval [ and an infon =7
Suppose that we can define an interval of an affair as |||, If an infon o is stetive, then 1 C ||o||" looks
proper for the definition of ! |= o." However, on the contrary, if @ is eventual then * O ||e||” seems
suitable for = a.®

"The problem should be mentioned wore previsely with use of the inclusion relation between intervals.  Sholiam
formalized this matter in & move generalized way as upward/ downward bereditary [20].



In order to avoid this problem, we should not mention the length of the interval of an affair. Instead,
we just mention the culminative point of an affair. We give the definition as below.

Definition 4 (Supporting relation) s = e iff s 3 C(e).

Note that only eventual type affairs can come to the right-hand side of the supporting relations because
only they can define the culminative points,

3 Generation of Temporal Relations

In the previous section, we introduced the fundamental theory for the classification and temporal
features of affairs. In this section, we introduce the flow ol processing and default assnmptions for the
organization of temporal relations.

3.1 Flow of Processing

In this subsection, we summarize the flow of processing that gives temporal relations to affairs in a
case. First, we give a sample case as below:

“Mary's case: Ow a cold winter's day, Mary abandoned her som Tom on the street becanse
she was very poor. Tom was just 4 months old. Jim found Tom cryving on the strect and
sturted to drive Tom by car ta the police station. Towever, Jim cansed an accident on the
way to the police station. Tom was injured. Jim thought that Tom had died in the accident
and left Tom on the street. Tom froze to death.”

We give a situation-theoretic description in accordance with Lhe slory above, as the initial stage of the
flow of processing.

1. Given coa [course of affairs) -+

{ < poor,mary;1 &,
< ghanden, mary, toim; 1 25,
< find, jim, tom; 1 3,
< pick_up, yim, tom; 1 3,
% driving, jim, tom, to_police; 1 %,
< make dra ffic_accident, jim; 1 5,
<& misunderstand, jimn, dead{lom); | 5,
< alive, tom; 1 55,
< leave, jimm, Lo, on_the_road; 1 5,
<= dead, tem; 1 & H

2. Make virtual ordering - --

al 0 < poor, mary; 1 2

af 10 < abandon, mary, fom; 1 5,

al 20 <& find, jim, lom; | %,

at A = pick_up, jim, tom; 1 B,

al 40 <& driving, jim, tom, to_police; | 5,

at 50 <& make tra ffic accident, jimg; 1 5,

at 60 < misunderstand, jim, dead{tom); 1 5,
at T = alive, tom; 1 %,

at 80 < leave, jim, tom, onthe_road; | %,

al MW = dead, tom; 1



3. sel up temporal locations - -

driving : processive = [P-state
poor, live, dead  : stative =  HL-state
abandon, find, pickup, -+ : eventual =  [P-state, HL-stute

4. make support relations - - -

{IP(a1) = a2, HL(a;) a3, HL{ay) E ey}
5. and make inter-situation relations.

IP{ai)||HL{a1), [Pla2) < IP{ay) < IP(as}, -

In the final stage, we introduced several inter-situation relativns. “s1||s2" means that s) and s3 meets
{or, they are conliguous); “sy < s means that s, precedes s temporally, sharing no common time.
Although we did not introduce the inclusion relation (*C') explicitly, the supporting relation (*=7) plays
the role.

3.2 Defaull Assunplions

In this suhsection, we will discuss several defaull assumptions. In some cases, the adequatencss of these
assumptions becomes doubtful, so that we must replace them for other information if necessary; this is
the reason we say that these assumptions are mere default rules.

Assumption 1 (Disjoint [P-states of eventual affairs) [P-states of eventual affairs ave aligned in
the same order as the eventual affairs, sharing no common lime,

Let us look back the preceding example, The two consecntive eventual affairs:

at 11 <= abandon &
at 20 < find 7%

should obey the assumption, and the system produces the following statement.
TP{« abandon ) < TP(« find ).

This claims that [P-state of < abandon & temporally precedes IP-state of < find 5.

el o2
| h = T -
! SN =~
I o N o =
3 e e T L
Piel) 1P(e2

Fipure 4: Disjoint IP-states



Assumption 2 (Stative) HL-states, introduced by state type verbs, supporl all the culminative poinis
of eventual affairs in the given coa.

The first infon of the given example, € poor %, is stative. Therefore I L{< poor ) supports all the
other eventual infons in the case. According to this assumption, “Mary may be poor all through this
case.” However let us see other two stative infons < alive 2 and < dead 3. The HL states of these
two infons must not support same infons. In siuch a case, we need to refiite this assumption and need

to claim other proper support relations.

(

HLiz1})

Figure 5: State

Assumption 3 (Processive) The [V-state, introduced by a processive type verb, supports the culmi-
nalive poind of the following rventual affaiv.

In the given example, < driving "= is a processive affair. It culminates when “Jim arrives at the police
station,” however, the deed is still nnder WRLY. The sequence of:

at 40 <= driving =
al 50 < make_dra ffic.accident

should obey the assumption. viz.:
[P{< driving ) =< make_traffic_accident 5 .

Different lrom the preceding stative type, this processive type supports only one following event.
Becaunse the both ends of IP-state are open, processive IP-state may extend longer and may support
more events, However we set up the default in this way just for practical reason: having surveved
several case descriptions, we judged that the range of IP state seems not so long.

pl el
P TS~
! ) Clel) Hl"‘"--..
st . EpnE e
IPipl]

Figure 6: Process



Assumption 4 (Sequence of eventual affairs) A culminaetive point of an event is supported by the
HI-state introduced by the preceding event.

et s see again the two consecutive eventual affairs: {0 abandon 3, < find =}, The assumplion
claims that the culminative point of € find % vccurred in HL-state of < abandon 2, viz.:

HL({ whandon _'l-i‘?lj i—-{ fﬂm’ TR

HL(el)

Migure T: Sequence of events

3.3 Sample program

A inference system based upeon the above specification is implemented in [F/Prolog on SUN-4/SPARC-
330 station. A part of the program is shown below.

(1) Toplevel function

#4% toplevel function

relate between_affairs{Coal :-
add_virtual_time{Coa,10,10,Timed_coa),
create_event_agents(Timed_coa),
get_np_primitive_situations(Timed_coal,
arrange_eventual _ip,
make_support_relations,
display temporal _relatiesns.

The first line of the body, add_virtual_ time, adds virtual time on affairs. After that, the third
line, set_np primitive situations, introduces |P-states and HL-states of each affair. The situation
introduction from the virtual order is shown in Fig. 8, where light gray ovals are [P-states and dark
gray ones HL-states, on Mary's case. Those two characters in the figure:

i, E.b, ﬁ-r o

are taken from corresponding infons’ relation names, and represent:
< poor o abandon o fond 3o

respectively.

{2) Assumption 1

Next, we show the contents of the fourth line of the toplevel function, arrange eventual _ip, which is
the predicate for Assumplion 1.



IP(fi)|

1Pipi)

Figure 8: Initial sitvation setting

% Assumption 1

arrange_eventual ip :-
"#field’ (world, W),
filtrate(VW,eventual, Eventual_field},
who_is_first{Eventual_field, Firat),
arrange_eventnal_ip0(Eventual_field, First).

arrange_seventual _ipl{_,ncne) :-1,
arrange_eventual _ip0{Eventual_field, Agtl) :-
make_contiguous_relations{Agtl]),
who_is_next(Agtl, Eventual field, Agt2),
make_contiguous_relations{Agt2),
get_state(Agtl, ip, 51),
get_state{fgt?, ip, 52),
relate(prec, 51, 52), !,
arrange_seventual_ip0(Eventual _field, Agt2).

make_contiguous_relations(Agt) :-
get_state(Agt, ip, IP),
get_state(Agt, hl, HL),
relate{contiguens, IP, HL).



In arrange_eventual_ip, if an affair is eventual, its [P-state and HL-state are related as contiguous.

(3) Assumption 2-4
The fifth line of the toplevel function, make_support_relations, is for other assumplions below:

%% support relations

make_support_relations i-
$field’ {world, WJ,
who_is_first(W, First),
who_is_next{First, W, Next),
make_support_relations0(W,First, Next).

make_support_relations0{_,Agtl, nonel) :-
say._type(Agrl,state),!,
make_support_relationsi{Agti, state, _, _J.
make_support_relations0(_,_,none} :- !.
make_support_relations0(W,Agtl, Agt?) :-
say_type(dgtl Typell,
say_typel(Agt?,Type2),
make_support_relationsi(Agtl, Typel, Agt2, Type2), !,
who_is_next{Agt2, W, Agt3),
make_support_relations0(W,Agt2,Agt3).

Y% Assumption 2

make_support_relations1{Agt, state, P B
get_state(Agt, hl, H),
"Elield’ (vorld, W),
filtrate(W, process, Proc_set),
filtrate(W, eventual, Eventual_set),
support_all{H, Proc_set],
guppart_all(H, Eventual_set].

%% Assumpticn 3

make_support_relationsi({Agt, process, Next, eventual) :- !,
get_state(4gt, ip, IF),
support{1P, Next).

ma,ll;e_ﬂullijl:rrt__'r':-ﬂ ationsi{_,process, _ yodoi=b

A Assumption 4

make_support_relations!(Agt, eventual, Next, eventual) :- !,
get_state(Agt, hl, H),
support(H, Next).
make_support_relatiensl(_,eventual,_,_ ) := !.

In the program above, say_type retrieves the type of an affair. make_support.relations0 asks two
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consecutive affairs their types, and if the first affair is of type state then Assumption 2 is applied, if
the first affair is of type process and the second one is of lype eventual then Assumption 3 is applied,
and if both of them are of type eventual then Assumption 4 is applied.

(4) Output
The bare vutput produced by the function, display_temporal relations, that is the bottom line of
the toplevel function, om Mary’s case, becomes as follows:

IF/Prolog Version £.0.4 SPARC 084.1 created 14/11/90
Copyright (C) 1984,90 InterFace Computer GmbH

T= [coa,test,flage,temporal] .

consult: file cea.pro consulted in 0 sec.
consult: file test.pro consulted in O sec.
consult: file flage.pro consulted in O sec.
consult: file temporal.pro consulted in 0 sec.

yas
7= relate_between_affairs{mary).
relation(contigucus,ip(leave) hl{leave))
relationi{prec,ip(misunderstand},ip({leave)) .
relation(contigucus,ip(misunderstand) , hl(misunderstand))
relation{prac,iplaccident),ip{misunderatand))
relation{contiguous,ip(accident) hl{accident))
relation(prec,ip{pick_up),ipl{accident))
relation(contiguous,ip(pick_up),hl{(pick_up))
relation{prec,ip(find),ip{pick_upl)
relation{contiguous,ip(find) ,hl(find)}
relation(prec,ipf{abanden) ,ip(find})
relation{contiguous,ip(abandon),hl{abandon}} .

supporting(hl{dead),abanden)
supporting{hl (dead) ,find}
supporting(hl (dead) ,pick_up)
supporting(hl{dead) ,accident)
supporting(hl{dead) ,misunderatand) .
supporting(hl (dead) ,leave)
supporting(hl(alive),abandon)
supporting(hl{alive),find} .
supporting(hlialive),pick_up)
snpporting(hl{alive),accident)
supporting(hl(alive) ,misunderstand)
supporting(hl(alive),leave) .
supporting(hl(misunderstand),leave)
supporting(ip(driving) ,accident) .
supporting(hl{accident) ,misundaratand}
supporting(hl(pick_up),accident)
supporting(hl{(find),pick_up)} .

12



supporting(hl (abandon},find)
supporting(hl{poor) ,abandon)
supporting(hl(poor),find)
supporting(hl(poor) ,pick_up)
supporting{(hl(poor) ,accident)
supporting(hl(poor) ,misunderstand)
supporting(hl(poor),leave) .

yes
T=

[n the result above, both of < alive % and < dead = support every eventual infons. In this case, we

need to refute the assumpiion and need to remove the supporting relations of < dead Z& manually.
Fig. 9 is the revised result, where dotied arrows show supporting relations, solid arrows show the

temporal order between sitnations, and two contignous ovals show that they have contignous relations.

Figure 9: Revised result
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4 Discussion

We introduced a theory of verb types, and according to this, we attached each verb its temporal features.
With these temporal types, we proposed a method to make temporal relations automatically in a legal
case. I'he system was implemented in Prolog, and we showed a simple example.

However, there are still several problems for our method. First, the verb classification does not
strictly depend upon the verl itsell, but upon the usage of the verb, Namely, one verb may be used
both as a process and as an event. In our current sample system, we attached verb types in the
dictionary. However, these type declarations must be refuted {reely when a case is encoded to a formal
deseription.

Secondly, delaull assumptions are not general principles but heuristic rules dependent upon the
notion of coa, that is a sequence of affairs aligned in a arder beforehand. Actually, most of the temporal
relations are the complication of the given simple order. Thus, the notion of assumptions lacks sound
foundation. However, there is another aspect for this assumptions with regard to coe. They also can
be our norme for us to write down a course of affairs. Mamely, as far as we observe the manner of
assumptions for ensa, we can ohtain faithful deseriptions of cases. In order to use them in this way, we
need to polish up assumptions more, and also need to set up an environment to refute those defaults
easily.

By the way, our final end was to use these temporal relations for matching of cases. Namely, we
need to compare two sets of temporal relations, each of which represents a case. We are now considering
an eflicient method to embed a new case to precedent cases, also from situation theoretic point of view.
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