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Abstract

We have investigated luman writlen argument texts and
extracted a number of fealures which make those texts
persuasive and coherent. Based on those invesligalions,
we have built an experiment svstem for argument eyl
Eeneration,

The svstem first creates an argument content on a
given Ltheme referring to its beliel, In order to create
a persuasive arguinent. the svstem utilizes strategy for
argument, The atgument content is then converted into
a text structure called FTS {Functional Text Structurs).
The FTS represents a text structure in addition to the
seniantic content. Inorder to realize real text. the svstem
defines the order of the sentences and the connection of
thie wljacent sentences in the FTS, We have found that
the order of each sentenres and the connection of adja-
cent sentences are crucial if text are 1o be read easily,
Finally. a complete argument text s realized in the 1ar
gel language.

This paper is intended 1o investigate the structure of
human written argument text. and mechanisms for gen-
eraling argument text cantents by computer.

1 Introduction

In general, a natural language generation svstem con
sists of Lwo phases. namelv text planning and linguistic
realization. ln the text planning phase. the contem of a
text is generated in a form independent from natural lan-
puage, and the text structure is crealed [rom the cantent.
The text structure specifies the paragraphs and their or-
der. and the veders of sentences in the paragraphs. The
text structure is passed to a linguistic realizer. which
generales text e the target Ianguagf_

I recent vears. the focus of research in natural lan-
guage generation has shified from the generation of iso-
lated sentences to the production of coherent and pur-
poselul text which consists of a number of paragraphs.
ln other words, much attention has besn paid to the tes
planning phase.

The purpose of our research is ta find schemes for gen-
eration of purposeful and coherent text[14]. In order to
achieve the goal, we have investigated the structures of
real argument texts written by humans. and extracted
a mumber of features that those texts have, Dased on
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those investigations, we have created an experiment sys-
tern for argument text generation, Duleinea. Though the
sthenws for generation of purposeful text contents may
be specific to texts such as argument texts, the schemes
for generation of colierent Lext will be general cnough to
hp]rl}' to otier tvpes of text.

o section 2, we will illustrate the structure of the ar-
gument texts written by humans. Section 3 describes a
briel overview of our argument generation svstem Dul-
cinea. A, in Section bothe generation mechanism of
argument contents is deservibed ja detail. The planning
strategy of the text structure will be described in our
wther paper which will appear in these proceedings. [9].

2  Argument Texts

An argument text s a set of statements in support of an
opinion. and 1= used Lo try W convinee someone that the
opinion s correct. Wi have selected the argument texts
as the subject of our generation text, because they have a
clear purpose [convincing the reader) and the generated
text can be evaluated objectively against the purpose.

2.1 Argument Texts Written by Hu-

mans
Argument texts written by humans have a variety of text
struvinres, We can easilv generate a number of argument
texts even for U same opinion. But if we carefully look
at the alsstract structure of those argument texts, we can
find four basic components in them.
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Crrounds

Refutations of the opposing arguments
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To illustrate these components, we will give a short
arguimenl lext as follows.



Recentlv, bus services have been under
evaluation as a citv transportation svstens,
Under this, the number of bus services has re-
duced, according to the passengers decrease.

When the one-way svatem was intro-
duced in Midosuji street, a two-way lane
was not enforced. As a resull. the route of
tlie bus service changed, Therefore, the num-
ber of passengers decreased by 409, In this
way, when a one-way system is introduced to
a street, if a two-way lane is not enforced.
then the route of the bus service changes.
and this makes the number of passengers de-
crease, Finally, the hus service is abolished.

On the other hand. introdecing a two-
way lane seems to put pedestrians in danger.
However, the pedestrians wepe not in danger
in London when a two-way lane was intro-
duced, because the buses turned their head-
]Jghl o, [ this way, if the buses turn their
headlight on, the pedesteians will not be in
danger. even thomgh a two-way lane is intro-
duced.

Therefore, the two-way lane must be en-
forced,

example argument text

This text argues [or the enforcement of a two-way lane,

Irt the first paragraph the poinl al issue is described.
We call this paragraph. the introduetion of the argu-
ment. The purpose of the introduction s to deseribe the
necessity of the argument. and call the attention of the
reader.

The second paragraph deseribes the reasons for sup-
porting enforeement of the two-way lane. We call this
paragraph the ground of the arguiment. The funetion
of the ground is to give teasons for supperiimg the opin
o, e many cases. the ground includes examples, [n
Lhe text above. the case tn Midousup street 15 hrst shown
as an example, this is then followed by the hody of the
ground. The examples make the argument conerete and
veinforess the ground. The ground is the kernel of the
whole argument 1ext, and i indigpensahble.

Lo the third paragraph. refutations of the oppasing
arguments are given. This component is guite specific
to the argument texts. The purpose of this component
is to reinforce the ground by refuting the opposing argu-
ments to the ground. The component may also include
examples. [n the text above, the case in London is shoawn
as the example. Generally speaking. the argument text
may have a number of opposing arguments anel reflula-
tions, though the sample text above has onlv one.

The final paragraph concludes the whele text by men-
linning the upiniu:n hf'ing arg'uc{l. We call this para.gr.a.p]'l
the conclusion of the argument.

Besides these four components. definitions of concepts
and terms will appear in the text.

L]

In real hwman written argument texts, these compo-

nents may be jumbled, and may not appear in each sep-
arate paragraphs. However. the main issues in the argue-

ment texts befong to one of those four components.

2.2 Model of Argument Texts

We have extracted] three components from argument
texts written by humans for our argument text model,

& Cirounds
o Helutations of the opposing argniments
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Chur svslem groerales argumient eyt with these thres
compuonents gl includes examples. Introduction of
argument has been omitted in our medel, because it is
hP:rnu-rl ol app:nm‘]] to the arguwinent content g!l]ﬂ‘i‘liiﬂﬂ
scheme,

3 Owverview of the System

The argument text generation system Dulcinea consists
of four modules. We will describe these modules brieflv
in this section, The generation mechanism of arguiment
contents will bhe described in detail in Lhe next section.
Olhr,-[ :[]qnll_ﬂ:-"s u."ill s {h—,ﬂg‘ril::u-'il i1| iHr uth:-r |ragret 'I.'l."l'lil'h
is to appear in these procesdings [9).

« Generation of semantic contents of argu-
ments

This module ereates a data structure called an Ar-
sument Geaph which represents the semantic con-
tent argmments (o Justify a g,i'.'t*n argument g-:-al
accoriding to the svstem’s own beliefs.

» Linguistic organization with argument strat-
eEY
Thas module creates an F'TS from a given argument
graph wsing “nguislir kuml'ledgt‘. The FTS repre-
2801 A (‘Cl!l'l.l]:llE'tE fext structure,
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nections

Eacl leal nole i the FTS corcesponds to a clause
i natural language. This module adds order and

cannection information from each clause to the FTS.

» Realization of texts

‘Io realize natural language text from the FTS. ap-
propriate words are selected. Tense. aspect and
meood are fixed in this module.

Thess four modules are connected in sequence | Fig-
wre 1),
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Figure 1: Duleinea’s Architerture

4 Generation Mechanism of Ar-
gument Contents

The content of the argument which s represented as the
argument graph is generated from a given argument
goal veferring to the svstems beliel. Ag described in the
previous section the argument content consists of three
components, the ground, refutations to opposing argu
ments. and the conclusion. These components may also
illl'.l.'l.'ldl.' E‘IEIILP[’L‘ﬁ.

We will describe the contents of beliel, the argument
goal, the argument graph, and the generation mecha-
nisms of argument contents in this arder.

4.1 Belief

Daleinea's belhiof consists of a set of behef contents whick
fall inte one of three tvpes of beliefs, Fact. fAule and
Judgment,

Fact g a belief content that Dulcinea believes to be
true in the real world, Every element of Hule is a causal
relation between two states of affairs that Dulcinea be-
lieves to hold in the real world. Judgmend 13 a belief
content that the svstem regards as good or not good,

Figure 2 is an example of beliel.

The first rule in the example above represents a causal-
relation that.

il a one-wav-system is enforcml al some loca-
tioit. and a twoe-way-lane is not enforced at the
lacation. then the bus route will change at that
place”

The first fact in the example above represents the fact

that.

& Flulers
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Frgure 2 Conteuts of the Beliefs

“A onewavesvsten has been enforced in Mi-
dowsuji sireet”

Finally. the first judgment in the example above oepe
resents a judgment that.

=abalition of bus service is not good”

To generate argument contents in support of some
opinion. the modele must make use of the judgment.
Without the judgment the module cannot support any
opinion because it cannot judge the goodness or badness
of anyv event,

4.2 Argument Goal

Wee give ane of the three kinds of modal expressions as
the argument goal 1o the svstem. Each modal expression
has a correspondent expression of judgments (Table 1).

I the table, 4 stands for some state of affais, and A
stands for the :|Pgatil.1=' state of affairs of A.

The module converts the given argument goal to the
correspromlent Judgment. and shows that the judgment i3
supported by its belief. For instance. to generate grounds
for argument goal must(A). the module tries to find the
reason for aglAdl.
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Figure 3: Argument Graph

Correspondent ]
Argument goal | Assertion Judgment
'T:u;rlf.-l.jl | It must be A nglA)
| b A It had better be A | g4}
[ mayid) It may be | —ngl 4}

Table I Avguenent Goals and Judgments

4.3 Argument Graph

The semantic contents that consist of the abuve parls are
represented by the argument graph, Figure 3is an exam-
ple of the argument graphs, which insist the argument
goal “The two-way lane must be enforced”,

Each node in the graph represents a soa (state of
affairs). Mg in the nodes indicates that the soa is re-
garded as no_good, and af indicates that the sysiemn
assumes that this is true. Nodes (2)~({3) with the as-
sumed node (1} represent the grounds for justifving of
the argument goal. The cause link in the graph means
a general causation, and the p link is used to repre.
sent the assumed node. The term in the node )
enforce{two-way-lane:0) is the negative state of af.
fairs of enforce(twa-vay-lane). The system regards
node (%) as no_good and node (2], the negative state of
affairz of the argument goal whicl causes the no.good
state of affairs. as node (5). Therefure, this causal re-
lation is the ground for the argument goal. The anti
link means the linked graph has contents oppasite (o the
ground. and the deny fink shows that the node seems 1o
be caused, but is denied by the linked graph. 'The details
of the ground, the opposing argument and the refutation
of it are given in the next section.

4.4 Generating Semantic Contents of
Arguments

Generation of semantic content of an argument cousists
of two major steps.

First, the content of the ground for the whale argu-
ment is generated from the given argument goal. If the
generation of the ground content fails then the gener-
ation of the whole argument content fails. berause the

gromul is indispensable to all arguments.

Second, the ground is reinforced by adding the refu-
tations of the opposing arguments 1o the ground. and
by giving examples to the ground and refutations. The
wodule adds as many refurations and examples as pos-
sible, llowever relutations and examples are optional 1o
at arguwment. so il gone are found, an argument content
with the ground oniy is generated. AL these tasks are
done by handling argument graphs,

1. Generation of coutent of ground
2. Reinforcement of the ground

la} add refutations of opposing arguments 1o the
ground

(b} give examples 1o the grounds and the refuta-
tions

In general. more than one argument content may be
generated from one argument goal. In those cases, the
meodule selects the fiest ground content that has been
gencrated, On the other hand. all the refutations of the
oppaosing arguments and examples are attached to the
ground.

In order to generale persiasive arguments. the module
has 1o select the most convineing combination of ground.
velutations and examples based on some constraints. But
the system does not have thase in the state-ol the-arn
features. We will consider the matter at the conclusion
of this paper.

lu the reminder of this seetion. we will examine mecha-
niss for generating grounds. refutations of the opposing
argument. and examples in turn.

4.4.1 Generation of grounds

The procedure for creating ground differs according ta
the 1ype of goal. The procedures are as follows,

l. goal type 1 (must, kb)

The module searches for a reason to believe a judg.
ment corresponding to a given goal, If there is a
rule in heliefs which predicts a result state B from a



- change bus-ramii

satedes o way lamed)

s i altvisian bl s derwire b

e

e brssei pasrnges |
=

T

lemfarce --.--;..-.-um.1

Figure 4: Ceneration of the Ground

atate 4, and state & 15 believed to be good (g 8.
then state 4 is also believed o be good (g{ 4]

Apedpovnnd, = B |.-l,..-|_,:..... A, = H
Ay ~ A, i Az = 1,
af #) segpl 1
Al T

In the course of applyving these schemas, states 4, ~
A, are proved by applving rules backward. [T those
states cannot be proved hy the schemas below. the
el e ssspies those states hold o its belief,

Ay~ A,
Ji]

The result of application of rules is represented
in an argurment graph. Figure 4 shows an exam-
ple argument graph. This argument graph rep-
resenls a gruund of Argurnent Iqual mrpst|cond =
en forceloby = fwowaplaone)),

The process of generation stares Ly converting the
gaal in the form of judgments [ "nat enfarcing a two-
way-lane is bad™ ). Since the judgiment s not directlv
sapported by the svstem’s belief. the module tries 10
apply a rule in the belief to predict what will cecur
if the two-wav:lane s not enforced. Fortunatelv, the
module finds the lellowing rule in its beliel.

enforccfohj=onc-wav-system, lac=L],
enforccjobj=two-way-lane, loc=[.. pol=0]
= change[obj2=bus-route, loc=L}.

Ta apply the rule. the module tries to support a
soa [state of affairs) “enlorcing a one-wav-system at
sorme location” inabs beliel. Sinee it 1s not found. the
madule assumes that the soa is true in the course
of this argument, Now, the module tries to sup-
porl a judgment “change of the bus-route is bad™.
Simce this s also not supported directly by the be-
lief, application of rules succeeds until the judgment
“abolition of bus-service s bad”. which is included
in the beliel, is reached.

2, goal type 2 (may)

A goal of the form rmay{A) corresponds Lo a puds.
ment =ng|Ad). We cannol obtain this type of judg.
ment using the schema above. We deline the se
mantics of —nglA) as follows, “There seems 1o e
grounds for a judgmenm ng{A). But. in fact, theee
is & refutation 1o the argument”

A schewe lor coeation of reflulations of an argument
is e s as a2 scheme for creating relutations 1o
ANl opProsing argument,

4.4.2 Generation of opposing arguments and
their refutation

A argument 4y whose goal b contrary to the goal al
argumnent oy is called an opposing arguiment of 45, Tis
goal and its opposing arguiment’s goal are listed below.

[ Argument goal Gppm'in'g'éa]
Ponust{ A} 4= ng{ )} | nqid)gt A} |
hbA) (= gid)} ngiAlalAl

The module creates the pseudo-ground for the goal op-
posing the original goal. [t. then. creates the refutation
ol the opposing argument. Figure 5 shows an example
argument graph of the refutation of the opposing argu
ment.

In this example. the opposing argument is

“enlorcenwent of a two-wayv-lane is had. because
it will put pedestvans o danger”

This O adesling Argunient s oA o ISR #Ll!'}ll{‘i'lt'i-l.':lll af
the following rule.

enforcelobj=two-wayv-lane. loc=L]
= dangerous/obj=pedestrian. lor=L].

To refute thix argument. the modole tries 1o find ex-
ceptions to the rule. Sinee. we have the following rule in
the belief, the opposing argument can be refuted,

4‘."rqurt't‘Eubj=1wu-1.1'a:.'-l,ane, ]or:=L]_
Iurn-nn[a:l-_"hu:i. Db:]=|i.5!’!tﬁ, |-ur=I.]
= dangerous|ohj=pedestrian. loe=L. poi=0)].

4.4.3 Generation of examples

We define a pair of facts which are wnifiable 1w & role
as an “example” of the rule, By attaching examples to
thees rualess 0 an argmment. we can reinforee the argument
{See Figure 6],

Finalle. wee get the argiment graph with a ground.
reflutations of oppesing arguments. and examples [Fig-
ure 1.
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5 Experiments

Dulcinea has been built upon KL1[13] and runs on PIM
(Parallel Inference Machine}{l10). The GUI {Graphic
User Interface) for Dulcinea has also been built {Fig-
ure B). Using the GUL we can sel amd modily parame-
ters of argument strategies, and we can retrieve the data
{ Beliefs, Argument Graphs, and FTS).,

A number of experiments on argument generations

|
I P
sudn=anilight s, Loaden |
T

Figure fi: Generation of the Example

have been done on the svstemn. We have tested the grn-
eration mechamsm on siv domams (Table 2}, Fach do
main's belief consists of about 10 facts, 20 rules and 3
Judgments.

As a resull. we have realized that our generation mech-
anist of argument contents is general cnough 1o generate
a large number of arguments in various donains,

6 Conclusion

We have described the mechanism for generating argu-
ment text contents, The mechanism reflects the schemas
we use for writhng argument texts, In the generation of
persuasive contents, we found that the reinforcement of
the ground argument by adding refutations of opposing
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R L R L M.
Table 2: Domains and Themes
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