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Introduction

We propose a parallel simulated annealing algorithm
that can be applied to solving biological problems. Sim-
uleted annealing (SA) is a stochastic algorithm used
to solve complex combinatorial optimization problems
[l}. It searches for a global optimal solution o salution
space without being captured in local optima,

SA simulates the annealing process of physical sys-
tems using & paremeter, fempergiure and an evaluation
value, energy. At high temperatures, the seach point
i solution space jumps out of a local energy minimum.
At low temperatures, the point falls to the nearest loeal
ENETEY AT mwm,

An outline of the SA algorithm is as follows. Given
an arhbitrary initial sclution zq, the algorithm generates
a sequence of solutions {Ty }eeo,a.. teratively, finally
sutputting 2. for a large ensugh value of n. In each
iteration, the current solution z, 15 randomly modified
to get a candidate z) for the next solution, and the
variation of the energy AE = E(z)) = E(z,) is calcu-
lated Lo evaluate the eandidate, When AE < 0, the
modification is good enough to accept the candidate:
Tpyr = z,. When AF = 0, the candidate is accepted
with probability p = exp{-AE/T,), bul rejecied i if
Tn41 = Tn, where {1 azaa.. I8 & cooling schedule, a
sequence of temperatures decreasing with n,

Because the solution z,, is distributed according to
the Doltzmane distribution at temperature T, the dis-
tribution converges to the lowest energy state (optimal
solution) as the temperature decreases to zera. Thus,
one might expect SA to be capable of providing the op-
timal solution, in principle. [t i3 well-known that the
cooling schedule has great influence on SA performance,
Here arises the cocling schedule problem.
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Temperature parallel 54

The basic idea behind the algorithm is to use paral-
lelism in temperature, to pecform annealing processes
concurrently at various temperatures [2]. The algo-
rithm automatically constructs an appropriate cool-
ing schedule from a piven sel of Lemperatures (Fig1).
Hence it partly solves the cooling schedule problem.

The outline of the algarithm is as follows. Each pro-
cessing element (PE) maintains one selution and per-
forms the annesling process concurrently at & consfand
temperature that differs between PEs. After every k

annealing steps, each pair of PEs with adjacent temper-
atures performs a probabilistic erchange of solutions,
The probability of the exchange between two solutisns
is defined as follows:

1 if AT-AE <0
plAT, AE) = {

exp(— %ﬁ'ﬂ] otherwise,

The probability has been defined such that it is ad-
vantageous Lo solutions having low energies. Hence, the
solution at the lowest temperature is expected to be the
best solution se far. The cecoling schedule is nvisibly
embedded in the parallel execution.
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Application to biclogical problems

We bave applied the temperature paraliel SA to two
biclogical problems: one is protein foldiag |3] and the
other is multiple sequence alignment [4]. The system is
implemented on the Multi-PEI [3], an MIMD parallel
machine having 64 PEs. We compared the histories of
the energy given by the parallel algorithm with those
given by sequential apd simple puaﬁil SA (Fig.2 [4]).

The two parallel SA algorithms can obtain better en-
ergy values during the entire annealing process. It was
reported that the temperature parallel algorithm gave
better results than the simple parallel algorithm [2]). On
a multiple alirnmen! problem, however, no significant
difference was found in the annealed results obtained
with the twe parallel algorithms,

Nevertheless, the temperature parallel algorithm is
advantagesus. We can stop the execution at any time
and examine whether a satisfactory solution has al-
ready been obtained. If a solution yha.s notl yel to he
reached, we can resume the execution without any re-
scheduling to obtain a better solution. In contrast, i
the simple parallel algorithm, when an obtaiped solu-
tion is not satisfactory, we have to reconsider the coal-
ing schedule and repeat the time-consuming process.
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