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Abstract: This paper treats a geucral Lype of analogy which is described as follows:
when two objects, B (called the base) and T (called the target), share a property S {called
the similarity), it is conjectured that T satisfies another property I (called the projected
properiy) which B salisfies as well. This type of analogy is analvzed formally, it is clarvified
that analogical reasoning i1z possible only if a certain form of rule, called the analogical
prime rule, is a deductive theorem of a given theory. Also, this paper shows that, from
the rule. together with two particular conjectures, an analogical conclusion is derived, A

candidate is shown for a non-deductive inference system which ran yvield both conjectures.

1 Introduction

When we explain a process of reasoning by analogy, we may say that “An object 1" is
similar to another object Hin that 1 shares a property 5 with B and B satisfies another
property F. Therefore, 1" satishes P, too”, or it may be expressed more formally using

the following schema.




Here, T will be called the target, B the base, 5 the simiarity between T and B, and #F

the projected property.

Nevertheless, the above description of the process of analogy is insufficient. Re-
searchers studying analogy have come to recognize the necessity of revealing some im-
plicit condition which influences the process but does not appear in the above schema.
The importance of this has already been discussed i [2. 1], The implicit condition to be
satished by appropnate analogical factors, I',B,5, and P, can, lormally, be characterized
only by a given theory, wrilten as A, Thus, the following questions occur: In the case
that analogical inference is done under a theory A. 1) what knowledge shown by A is
related to the process of analogy, and 2} how is this knowledge used in the process 7

The objective of this paper is to answer these questions. First, through a logical
analysis of analogy, il 15 shown that, when an analogical inferenee is done under a theory
A, a particular form of rule must be involved in the theorems of A and that analogical
inference is accomplished by two particular types of {generally non-deductive) conjec-
tures. Then. a non-deductive inference is proposed. which is shown to he an adequate

candidate to yield the conclusions of both these conjectures.

2 A Logical Analysis

2.1 Approach To A Seed of Analogy

We can understand avalogical reasoning as follows:

(1) Example-based Information: “An object. +* (rorresponding to o base), satisfies

both properties S and # (32" 50"y A P}

(2) Similarity-based Information: “Another object, r (corresponding to a target),

satishes a shared property 5 with o' (S{r)).”
(3) Analogical Conclusion: “The object r would satisly the other property £ (P(x)).”

Let A be a theory consisting of closed sentences of first order logic. Then,



“Analogy is to reason (3) from A together with (1)4(2).” (A)

Let this understanding be our starting point of analysis.
As analogy 1s not, generally, deductive, this starting point may, unfortunately, be

expressed only as follows. In the notation of proof theory,

A (TSN P) S P ). (1}

As analogy, however, infers P from the prenuses, it implies that some knowledge
is assumed in the premise part of (1). Let the assumed knowledge be F(z), providing

that it depeuds on the = in general. That is,

A (G0 S0 A PLe L St Bl B Pl (2)

Thus, the essential imformation newly obtained by analogy is Fiz) in the above rather
than the explicit projected property P Making Fy(r) stand for the conjunction of the
exatnple-based information and Flr). the ahove meta-sentence is transformed equiva-

lently to

A (VaFyz)» Sl o Ple) (4)

because A is closed, This inplies that a rule must be a theorem of A and that the rule
concludes any object which satisfies [fyir) 10 satisfv P when it satisfies 5. T'his rule
will be called the analogy prime rule {this rule will be specified in more detail later).
Once Fy s satishied, (by reason of S(e) 2 Pl ) the analogical conclusion (“an object
satisfies P7) follows from the similarity-based wformation (*the object satisfies 5). For
this reason. Fy is called anclogy justification,

Consequently, an object T which satisfics 5 s concluded to satisly P [rom an analogy
pritne rule, by an analogy thal assimes Lhal T satislies the analogy justification {Fq(T)).

Thal is, our starting point {A) can be specilied from two aspects,

“An analogical conclusion is obtained from an analogy prime rule

together with example-based information and similarity-based information.”

e i S O -

'Note that it includes a case, F = P



(B]

“A non-deductive jump by analegy, if it occurs, is to assume that the

analogy justification of the prime rule is satisfied.” ()

In the following part of this paper, analogy justification and non-deductivity will he
further explored, Before begining an abstract discussion. it may be useful to see concrete
examples of analogical reasoning. The next section introduces “target” examples of

analogy to be clanfied here.

2.2 Examples

Examplel: Determination [2]. “Bob's car (("g..) and Sue’s car (('s,, ) share the
property of being 1952 Mustangs ( Mustang). We infer that Bob's car is worth about
$3500 just because Sue's car is worth about $3500. {We could not. however, infer that
Bob's car is painied red just because Sue's car is painted red.)”

Example-based Information:

MaodellCs.. . Mustang) n Value(('s,, . $3500), (1)

Similarity-based Information:

.'”{Jd-‘."lll_rfg,.b. ;'rfudl!ﬂﬂ_iﬂ, [5,1

Example2: Brutus and Tacitus [1]. * Brutus fecls pain when he is cut or burnt.
Also. Taeitus feels pain when he is cut. Thevelore, if Tacitus is burnt, he will feel pain.”

Example-based Information:

i Suf ferfHrutus, Cut) 2 Feel Parn{ Brutus)) (6)

MSuf feri Hrautius, Burn} 2 PeelPain| Brutus)) {7)
Similarity-based [nformation:

Suf fer{Tacitus, Cut) O Feel Pain{ Tucitus) (H)

3



Example3: Negligent Student’. “ When I discovered that one of the newcomers
( Students) to our laboratory was a member of an orchestra club (Oreh), remembering
that another studeni (Studentg) was a member of the same club and he was often
negligent of study (Study), [ guessed that the newcomer would be negligent of study,
too.”

Example-based Information:

Member of(Studentg, {jr{'h} A Negligent_of({ Studentg, Study) {9)

Similarily-based Information:

Member of (Studentr, Orch) (10)

2.3 Logical Analysis: a rule as a seed of analogy

In treating analogy in a formal systens, as the information of a hase object being § and
P is projected into a target object, it is desirable to treat such properties as objects so
that we could avoid the use of second order language. As an example, the fact that
Bobh's car is a Mustang is represented by Model(Cgo, Mustang) rather than simply
Mustang(C g ). In the remaining part, we use Kie, 5) and Uz, F) for 5 and FP. S as
an objrel is similarity-attribution and P as an object is projected-uttribution. Then, (3)

is rewritten by

Ab Y, s, p Faleos,p) A Kz, s) 2 U, p), (1)

considering the most general case that the analogy justification Fy depends on all of
these factors.

Again. when 3-tuple < object: X, similarity attribution: §, projected-attribution: P
= satisfies an analogy justification Fy, the object X is conjectured to satisfy a projected
property ArlU(x, P) (analogical conclusion) just becanse X has a similarity Ar. Kz, S).
That is. Fylx. s p) can be considered such a condition that x could be concluded to be

p from r being ¢ by analogical reasoning.

*The author thanks Satoshi Sato for showing this challenging example.

i



Now, recalling that an analogical conclusion is obtained from an analogy prime rule
with example-based information and similarity-based information. consider what infor-

mation can be added by each information in relation to an analogy prime rule.

1) Example-based Information: This shows that there cxists an object as a base
which satisfies a similarity and a projected property { 3. K (2", S)AU(2, P) ). It
seems Lo be adequate that the base, B, satisfving A'{+', 5) can also be derived to
satisfy {'(2, #) from the prime rule. That is, the 3-tuple < 8.5, P > satisfies the
analogy justification. Consequently, from arbitrary selection of an object as a base

in this information, what is obtained from this information is 3. Fy(a' S, P).

2) Similarity-based Information: This shows that an object as a target, T, satishes
the same property S in the above. Just by this fact, an analogical conclusion is ab-
tained, by assuming that the object satisfies £4 by some conjecture. That is, there

exists some attribution p’ and 3-tuple < 1.8, p' > satisfics Fa 3y, Fa(T.S5.p").

3) Analogical Conclusion: With the above two pieces of information, an analog-
ical conclusion, T satisfics [/(x, P)", is obtained from the analogy prime rule.

Therefore, such 3-tuple < T',.5, P > satisfies #4 [ Fy(T. S, P) ).

I the above discussion, T, . and # are arbitrary. Thercfore, the following relation

about the analogy justificalion turns out to be true.

Voosop (300 Fale' s pl) A 30 Fyle, s, p0')) O Fale.s,p). (12)

(12} is equivalent to being able to represent it as follows:

Fale,s.pl = Guls,pd A Gy, 8), (13)

where Gy is a senlence in which r does not occur free and (7.4, 15 a sentence in which
p does not occur free.

The point shown by this result is that any analogy justification can be represented by
a conjunction in which variable © and variable p occur separately in different conjunels,

By {11} and (13}, the analogical prime rule can be defined as follows.



Definition 1 Analogy Prime Rule

A rule is called an analogy prime rule w.r.t. properties KU, if it has the following form:

Vr,5,p. Gaals.0) A Gogy(2,8) A K,5) O Ulz,p), (14)

where Gols.p), G lx.5), Kir,s) and [/{x,p) are sentences in which neither of vari-

ables @, s, and p, other than variables in their own arguments, occurs free. )

In (14)., G,u(s,p) will be called attribute-justification and (7;(x,s) will be called

object-fustification.

Also, by the above discussion, the following two conjectures can be considered as

causes which make analogy non-deductive.

» Example-based Conjecture (EC): An ohject shows a possible concrete com-
bination of a similarity and a projected property, which allows the prime rule to

be applicable to.an adeguate object.

Jr. Kie, S)YAU(x P) A Goal S, P) (15)

« Similarity-based Conjecture (SC): Just hecause an object satisfies S, appli-

cation of the prime rule to the object 12 allowed.

K{a, 8) A Gz, §) (16)

To summarize, a logical analysis of analogy could draw conclusions as follows.

Analogical reasoning is possible anly if a certain analogical prime rule is a theorem of
a given theory and the process of analogical reasoning can be divided into the following
3 steps: 1) the attribute-justification part of the rule is satistied by EC from example-
based information, 2} the object-justification part of the rule is satisfied by SC from
simmilarity based information, and, 3) from similarity-based information and the analogy
prime rule specified by the two preceding steps, an analogical conclusion is obtained by

deduction.



A question rernains unclear, that is. what inference is EC and what SC? Though
we cannot identify the mechanism underlying cach of the conjectures, we can propose a
(generallv) non-deductive inference system as their candidates. The next section shows

this,

2.4 Non-deductive Inference for Analogy

This section explores a type of generally non-deductive inference by which a conjecture

G 1s obtained from a given theory A with additional information K.

(renerally speaking. what properties should be satisfied by an (generally non-deductive)
inference? 1t might be desirable that a non-deductive inference satisfics at least the fol-
lowing conditions. First. it subsuines deduction, that is. any deductive theorem is one
of its theorems, because any deductive conclusion would be desirable. Secondly, anyv
conclusion ohtained by it must be able to be used deductively, that is, from such a con-
clusion, 1t should be possible Lo vield more conclusions using at least deduction. And
thirdly, any conclusion vbtained must be consistent with given information. We defines

a class of inference systemn which satisfies the above three conditions.

Definition 2 An inference system under a theory A (writing b~ ) s conservative if the
following conditions are satisfied. for any sel of sentences A and K. and any senfones

(7 and H,
1) Subsuming deduction: of A K (7 then K A,
1) Deductive usefulness: if K 4G and A K.GEH then KpRAH

i) Consisleney: if K A (0 and AU K is consistent then AU K U {6} -

consisiunf,
The following inference systen is an example of a conservative system.

Definition 3 < is a conjecture from A based on K by circumstantial reasoning (writing

K 2G), if for some set of clauses E.



i) E is a mimmal set st. A EF K and AUE s consistent if AUK s

consistent.

i) AFFG.
Proposition 1 If K ' and K. G 3 H, then K A H.
Corollary 1 If K 2 G, then K 4G

This corollary | shows that circumstantial reasoning 15 conservative, and proposition
1 (together with the corollary) shows that inference done by mmltiple applications of

circurnstantial reasoning is also conservative,

Cirenmstantial reasoning (K =2 (/) ® implies a very general and useful inference
class 1n that so many types of inference used in Al can be considered as circumstantial
reasoning. Deduction and abduction, for example, are obviously circumstantial reason-
ing. Indunctive learning from examples is the case that A is empty in general. A is
*examples” and (& is inductive knowledge obtained by “learning™ "

Now, we assume that both EC and SC are circumstantial reasoning, bul based on
different information. Then. we can see analogical reasoning in more detail,

Let an analogy prime rule worit. properties A [7 be a theorem of 4. Then. when
example-based information. KB, S)a (B, P). s introduced. by circumstantial reason-

meg from the prooe role, some justilication s satished, that s,
5 } 1

K(B.S)ATU(B. P RA Gl S P NGB S), (17)

which concludes a specified prime rule,

}ircumstantial reasoning is essentially eyuivalent to “abduction” + deduction 15, 6]. However,
“abduetion” has many definitions and various usages in different conlesis, so we like Lo introduce a new

term for the type of inference in definition 3 to avorl confusion.
n this case, (7 = £ definition 3, which implies that & is 2 mininal set to explain “example”™ K.

Indeed, such mimimality is very common in the field.
BGuch a unified aspect of various reasoning in Al was pointed out by Koich Furikawa in a private

discussion



Ya. (2, S) AR (2, 5) o Uz, 1), (18)

Lven af similarity-based information K{T, S} is introduced. to obtain analogical conclu-
sion (7, P by eircumstantial reasoning, some information except the prime rule turns
oul o be needed in A. And, both EC and SC are generally needed to accomplish ana-
logical reasoning. which implies that multiple application of circumstantial reasoning is
necessary. Lven in such a case, circumstantial reasoning remains worthwhile ( Proposition

L).

3 Classification of Analogy and Examples

Each EC and SO has two cases: deductive and non-deductive. According to Lhis measure,
analogical inference can be divided into 4 types. A typical example is shown in each class

and cxplored.

3.1 deductive EC + deductive SC

Tvpical reasoming of this Lype was proposed by U Davies and S, Russel [2]. They insisted
that. to justify an avalogical conclusion and 1o use information of the base casc, a lype
of rule. calied a defermination rule, should be a theorem of a oiven theory., The rule can
be written as follows:

Vaop (30’ Wi s A Uit ph) 2 (Ve K, s) 0 U, p)) (19)

Example 1 (continued). In this example. the following determination rule holds

under 4.
Ve, p. (3r'. Model(x',s) A Value(a'.p)) 7 (Ve. Model(r.s) = Valucle.p)) (200

This rule can be considered as the analogy prive tule. becanse

oy (1. 5) = True,

(Fael s, p} = (Jr. Moded{e. s) 2 Valuelr. p)),

10



Kiz,s) = Model(r, ),
{'{z.p) = Value(x, p).

Moreover,

EC:
Model|Cso. Mustang ) A Valuel Cs,,, 83500 B Gl Mustang, $3500), (21)

hul
Model{C'gyp, Mustang) b G (Cga, Mustang). (22)

This illustrates that reasoning based on determination rules belongs to the “deductive

EC + deductive SC” type and that it can also be done by circumstantial reasoning.

3.2 deductive EC + non-deductive SC

This tvpe of analogical reasoning was explored by the author [1]. It was concluded that,
once we assumed the tollowing two premises for analogy, it seemed to be an inevitable
conclusion that an analogy which nfers P(T) from S(T), 5{B). and P B) satisfies [he
illustrative eriterion. And if an inference system satisfies the criterion, the system is

called an dlustrative unalogy.

Premise 1: “Analogv is done by projecting properties (satisfied by a base) from the

base onto a target.”
Premise 2: “The target s not a special object.”

Premise 2 15 also assumed i this paper to be an arbitary selection of a target object.
Preniise | was translated as follows: Fu{F), (where Fy is the justification in (3) and B
stands for a base object) must be a theoremn of A, becanse il is essential in analogical
reasoning to project Fi( B} onto a target object T. That is, the non-deductive part in
this reasoning is just SC which conjectures the property of the target object, and EC

must be deductive,

11



Example 2 (continued). By illusirative analogy, a target is conjectured to satisfy
properties used in an explanation of why a base satisfies a similarity. In this example, to
explain why the base object, Brutus, satisfies the similarity that “if it is burnt, it feels

pain”, the following sentences must be in A

T, s Ammal{x] A Destructive(a) A Suf fer{e,1) O FeelPain{r), (23)

Anemal{ Britus), Destructive(Cut), Destructive| Burn) (24

From (23}, the following follows:

Yo, s, po Anamal{z) n Destructive(s) A Destructive(p)

AMSuffer(r,s) D FeelPain{x)) D (Sufferix.p) D FeelPain(zr)). (23)
which is an analogy primne rule, that is.

Gopj{x. 5} = Animal(x),
Glanels. p) = Destructive(s) A Destructive(p),
Kz, s)= Suffer(e,s) D Fr:df;ain[m},
Uleoph = Sufferiz,p) = FeelPain{x).

Gl Cul. Burn) (“Baoth ent and burn are destructive™) is a deductive theorem of
A and a non-deductive conjecture, Cropy( Dacitus, Cut) (*lacitus is an animal™). is ob-
tained by cireumstantial reasoning from (23) based on the similarity-based information,

Suffer{Tacitus,Cut) 2 FeelPain(Tacitus).

3.3 non-deductive EC + deductive SC

As far as the author knows, this type of analogy has never been discussed. Example 3

seems to show this type of analogy.

Example 3 (continued). First, let us consider what we know from example based
information in this case. From the fact that a student (Studentg) was a member of the

same ¢lub and often neglected studv [ Study), we could find that “the orchestra club

12



keeps its members very busy (BusyClub(Orch))” and that “activities of the club are
obstructive to one’s study (OQbstructive to{ Orch, Study))”. This implies that we knew
some causal rule like “If it is a busy club and its activities are obstructive to something,

then any member of the club neglects the thing.”

Yz, s, p BusyClub{s) A Obstructiveto{p.s) A Member of(x, s)

) s’_"urfg!':'gmf-of[.r. pl. (26)

And using this rule, we found the above information.
BusyClub{ Orch) and ObstructivetolOrch, Study ) are non deductive conjectures and
it can be obtained hy circumstantial reasoning based on the above rule, which is just an

analogy prime rule, as follows:

(Gopi(r.8) — True,

ol 5. p) = BusyClub{s) A Obstructive 1o(p, 3).
Kz, s5) = Member of (x,5).

{'{x,p) = Neghgent of e, pl.

3.4 non-deductive EC 4+ non-deductive SC

As an example of this type. we can take Example 2 again, We might know neither
“Brutus is an animal” nor “Both cul and burn are destructive™, which corresponds to
the case that (21) is not in A (nor any deductive theorem of A} in the previous Example
2. However, by circumstantial reasoning from (23) based on example-based informalion
(“Brutus feels pain when he is cut or burnt”™), “Both cut and burn are destroctive”
(and “Brutus is an animal” ) can be obtained, and based on similarity-based information
(“Tacitus feels pain when he is cut™), “Tacitus is an animal” is obtained similarly Lo
the previous example. Clonsequently, the analogical conclusion (“Tacitus would feel pain

when he is burnt™} is derived from (23] together with the above conjectures.

13



4 Conclusion and Remarks

o Throngh a logical analysis of analogy, it becomes clear that analogical reasoning
is possible only if a certain analogical prime rule is a deductive theorem of a given
theory. From the rule, together with an example-based conjecture and a similarity-
based conjecture, the analogical econclusion is derived. A candidate is shown for a

non-deductive inference system which yvields adequately both conjectures.

¢ [tesults shown here are general and do not depend on particular pragmatic lan-
guages like the “purpose” predicate [3] nor some numeric similarity measure [8].
Fhese results can be applied any normal deductive data bases (DB} which con-
sisty ol logical sentences. Interestingly, a method which discovers analogy prime
rule from knowledge data-base CYC is, independently. explored 7). Such methods

would make analogical reasoning more common in DDA

* An implementation system for this type of analogy is being developed. In such a
system, the following are necessary: 1) to search for an analogy prime rule, and 2)
to conduct circumstantial inference. Partial evaluation technology [1] will be used

for 1} and methods for hypothetical reasoning [6] will be used for 2).

References
[1] ArimaJ.: A Logical Analysis of Relevance in Analogy, in Proc. of Workshop on

Algovithmie Leurning Theory ALT 91, (1991). ( To Appear)

12] Davies.T. & Russel S.J.: A logical approach to reasoning by analogy, in [JCAI-87.
pp.261-270 (1987).

[3] Keder-Cabelii.5.: Purpose-directed analogy, in the 7th Annual Conference of the
Cognitive Scienee Society, Hillsdale. NJ: Lawrence Frlbaum Associates, pp.150-159

{1987).

[1] Komorowski,HLJ.: Partial Fvaluation as a Means for Inferencing Data Structures in

Applicative Language: A Theory and Implementation in the Case of Mrolog, in the

14



9th ACM Symposium on Principles of Programming Languages, Albuquerque, New
Mexico (1982) pp. 255-267.

(3] C.S. Peirce, Flements of Logie, in: C. Hartshorne and P. Weiss (eds.), Collected
Papers of Charles Sanders Peirce, Volume 2 (Harvard University Press, Cambridge,

MA. 1932).

6] PooleD.: Alogical framework for default reasoning, Artificial Intelligence 36, pp.2T-
AT {14988,

[7] Discovering Regularities from Knowledge Bases, Proc. of Rnowledye [hscovery in

Databases Workshop 1991, pp 95-107.

[8] Winston,I> H.: Learning Principles from Precedents and exercises, Arfificial Intelli-

genee, Vol 19, Noo 3 (1982),



