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Abstract

We have developed a aroup problem solving method called TTM{Tterated Task Migra-
tion) for dynamic task allocation problems. [I'A takes unoptimal task allocation 1o
apents as mpul, then the agents try to change their task allocations toward the glol-
ally optimal allocation by iteration of task migrations. The cooperation by the agents
offers the advantages of adaptabibty and paralielism, which contribute 1o solving the
dyunuie tash allocation problems. TTM works in two ways, in a synchronized wayicalled
I'TM-5) and in an asyvnchronized way(called I'TM-A). To evaluate I'TM-S and I'T'M-A.
we have applied them to the tronble recovery problem i the area of transportation.
1'his paper describes Lhe algonitbms of FUM-5 and FIM-A, and their evalnations by the

caperimoental results,

1 Introduction

Task allocation problems, which decide allocation of tasks to resources to aclieve
constrant-satisfied or aptimal /semi-aptimal solution, are one of fundamental problems
in many fields such as engineering. They are divided into two categories:

o (he sialee chareclerisbic prollon: generation of a plan before the allocated tasks

are execilbed.

& the dywarie characteristic problem: modification of the plan during the execution
of the tasks because of changes of situation.

How to reduce the amount of computation by aveiding combinatorial explosion is
important in solving them. For this requirement, two approaches have been researched,
the one 1s based on mathematical programming|7] and the other is based on knowledge
engineering[2|[4]. In both of them, the dynamic problems in the above categories arce
less studied than the static problems. (ne of the major requirements for the dynamic
problems is guick response. If in the time required to reach a solution the situation
changes, then the solution can no louger be applicd. Difliculty wn selving the dynamic
probiems mainly comes from the treatment of time.

For the dynamic problems, we have taken group problem solving approach[1]. In
this approach, a group of aulonomous cotities called agents(e.g., men or computers) act
cooperatively, so that the group, as a whole, keeps ils consistencies or achieves its goals.



T'he advantages of this approach are adaptability to environments and parallelisin, which
contribute to solving the dynamic problems.

Researches in the group problem solving have been done. However, they arc
concepis(B] or languages(3][5], therefore, they are too general to supply appropriate
representation or eflectiveness when they are applied to specific tasks or domains. In
order to establish methods for a speccific task, we have developed a group problem
solving method especially for dynamic task allocation problems, called I'TM(Iierated
Task Migration).

This paper describes the framework of ITM and its evaluation hy experimental
results. The research was done as part of the Fifth Generation Computer Systems

project of Japan.

2 Task Allocation Problems

In this section, we show the task allocation problem I'I'M treats. Some terms are defined

Lefesw:
¢ asel of resources: RS = {Ry, Ra.. . ., i,
o usel of tasks: TS = {7}, 1s,.. . T,}

o a subsetl af the fasks. allocated 10 R, T A LC(R;)
for Yo, ¥ili & 1), TALC(RY N T AL li;) =

s fi's function lor evaluation: E['f‘}ﬁ('}_ziﬂfjiﬁ;}]

A resource uses its EVF (o evaluate the allocated tasks. £V Fp maps TALC(R,)
onto non-negative value, EVFs may be either identical or different among the
resources,

The problem is as follows:

Given RS, 1'S and EVF(R;) for i, then find TALC(R;) for ¥i which minimize
Dkt LV Fp (TALC(Ry)) as possible. In addition, resources or tasks may be added or
removed before the solution is found.

3 Overview of ITM

For the problem described in the previous section, I'TM, based on mutual interaction
among autonomous agents, tires to change initial task allocations towards better ones.
ITM takes unoptimal task allocation to agents(corresponding to resources one to one)
because of changes of resources or tasks, as input. ‘L'hen the agenis try to change their
task allocations toward the globally optimal allocation by iteration of task migratlons
among them throngh the exchanges of messages. As the iteration procceds, the result
of the re-allocation is improved. A sketch of ITM’s behavior is shown in figure 1.

The agents are assumed to be able to communicate cach other. Each of them lacally
has the inlormation on the current tasks allocated, its FVF and other agents’ naies,
Other information can be acquired by the exchanges of the messages. The comtrol
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Figure 1: Sketch of Behavior of 1TM



mechanism for these cooperative agents is an extension of contract net{3], i.e., a sequence
of task announcement, brd and award. We call this sequence a task migration step.

Since I'TM is based on a group of loosely-coupled antonomons agents, it offers the
following advantages:

e adaplabilily: Agents are rather independent, and each of them has the cooperation
mechanism, so that they continue to search for a betier task allocation, in spite
of changes of agents or tasks during the search.

¢ parallehsm: Lach agent may act in parallel, so that it needs less time to reach the
new task allocalion.

o buili-n search strafegy: In general, probiem solving for these kinds of problems
requires knowledge about controlling search, to aveid combinatorial explosion.
However, there are problems which are too cowplex to extract the knowledge.
ITM’s built-in search strategy can be applied to such hard problems.

ITM works in two ways, in a synchronized way(called ITM-S) and in an asynchro-
nized way(called I'I'M-A}. In the next two sections, they are described in detail.

4 ITM-S

In ITM-5, the task migration step is iterated synchronously among agents. First, the
task announcement phase occurs simultaneously in all agents, followed by the bid phase,
then the agents change their task allocations. After that, the next task migration step

begins simultaneonsly.
Here are shown the definitions of some terms used in the description of ITM.

o overloaded © An agent whose EVT value is positive is called an overloaded agent.

o dEVF(A, Signl'): The amount of the decrease of an agent A4’s EVF value because
of migration ol a task T'. Negative value represents the increase of the EV I value.
Signis"+" or =", "4+” means that T is added to A. ” =" means that 7" is removed
from T'.

The procedure for one task migration step of ITM-§ is shown below:

L. Tusk announcement:  An agent Ap checks if it is overloaded by computing
EVE, (TALC(Ap)).

o If Ap is overloaded: Ap sclects a task Ty from the current Ap’s tasks, such
that dEVF(Ap,—Tp) > 0 and dEVF(Ap, —1p) is the largest. Then Ap
broadcasts the task annonncement message including the contents of T and
dFEVF(Ap, =Tp), to call for candidates to execute Tp instead of Ap. If Ap
cannot findsuch a task, Ap broadcasts the retirement message to show that
Ap doesn’t call for candidates in this task migration step,

o [f Ap is not overloaded: Ap broadcasts the relirement message,



2. bid: By receiving the task announcement messages or the retirement messages
from all other agents, each of the agents can classify that the other agents into
two classes, Le., a manager{calling for candidates) and a contractor(oot calling
for candidates). An agent Ag reacts to the task announcement message from
Ap as lullows: Ag computes CON{Ap, Ag) and replies to 4z with the bid mes-
sage including CON(A4p, Ag). CON represents the amount of the change of sum
of two agents” EVF values by migration of a task from the one to the other.
f-{-}"'l"l .*111,;. A{,‘ Vs {“qu.'*li Lin

dEVF{Apy. Ta) +dEVE{Ae, +Tx)

where Ay i a manager, Ac is a contractor, and 1y 15 one of Aar's tasks.

3. bad sharemyg: The managers receive the bid messages mcluding CON values. Then,
to assure globally conflict free and optimal task allocations in this task migration
step, they share their CON values by sending the messages cach other.

4. award:  Alter sharing CON values about all agents. each of the managers mde-
pendently tries to find an agent 1o which its announced task is allocated, under the
condition of satisfving no-conflict and optimality. There may be some managers
who cannol find such an agent because of this condition. After the selection, cach
of the managers hroadeasts the award messasge to show which agent is selected,
then the invalved agents change their task allocations.

Sum of all agents” EVF values decreases by sum of CON values involved i the task
migrations. The iteration of the task migration step terminates when each of the over-
Il.:l.i:’lt,].'l._"d P'lgﬁfli.b' !'IIJ.S I 1.ﬂ.‘$-k 1ok i}!"' Hflllul.]]ll:i"ll.

Behaviors of the agents according to ITM-5 is shown in ligure 2.

¢ In the fask announcement phase.  An overloaded agent A, selects a task T, such
that dEVE(AL =T s the largest, then sends the task announcement message
to Ay, 4y and 4, A non-overloaded agent As sends the relirement message to
A, Ay and Ayl

o In the bid phase: Ay computes CON{A A= JEVF(A4,, =T +
dEV F(Ag, 1 10)), then replics to Ay with the bid message including CON(A}, As).
Az also replies to Ay with the bid message including CON (A5, 4y). Ay, though at
1= overloaded, replies to A; as well

& n the bid sharing phase: A sends CON(A, A;), CON{A,;, A;) and
CON(AL AL to As. Ay sends CON{Az Ay), CON(Az, A2) and CON{A;. Ay)
o A,

e In the award phase: By using the CON values, A; finds 4y to allocate T} and
broadcasts the award message telling that 1) is re-allocated from 4; to 45, Sio-
tlarly A; broadcasts the award message telling that T3 is re-allocated from 4y to
A,. these task re-allocations decrease CON(A;, 4y) + CON{( Ay, Ay) from sum of
EVF values of all agents.
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Figure 2. Behavior of ITM-5 Agents



The advantage of I'TM-5 is adaptability. Since every task migration step hegins
simultaneously, therefore, at that time, I'I'M-5 is open to increase or decrease of agents
or lasks during the problem solving. For instance, An overloaded agent becanse of
unexpectedly allocated tasks tires to decrease sum of EVT values of all agents by sending
task announcement message.

5 ITM-A

I I'TM-A, agents act asynchronously, e.g., some are in the task announcement phase,
while others are in the hid phase. Similarly to ITM-S, the task migration step begins
with checking if each of the agents checks if it 1s overloaded.

(i) Procedure for non-overloaded agent
Consider a non-overlvaded agent Ag.
L Td-warfing:  Ap waits for the task announcement message from other agents,

2 fud: When Ap receives the task announcement message from an ageni an over-
loaded agent Ag, Ap evaluates the announced task by computing CON{A,. 4,).
I CON{Ag. Ap) = 0, Ap replies to Ag with the id message including
CON{Ag. Ap). 1o register as the candidates for executing the announced task.
Because, for Ap to execute the announced task instead of A5 reduces the sum
of EVF values of Ap and 45 After that, Ap waits for the award message in
the A-waiting stage. If CON(Ag, Ap} < 0, Ap replies to Ag with the rejection
message, to show that Ap gives up registering as the candidates. After that, Ap
walls for another task announcement message in the TA waiting phase again.

do A-watting:  Ap waits for the award message from Ag.

4. award: . Ap receives the award message from Ag. I the task is allocated to Ay,
Ag maodifies its task allocation.

To prevent double bidding, Any task announcement messages reached in the A-waiting
phase or the award phase, 1s replied with the rejection message.

(ii) Procedure for overloaded agent
Consider a non-overloaded agent Ag.

1. task announcement: Similarly to I'1TM-8. 44 selects a task Lo be announced and
broadeasis the task announcement message to call for the candidates. If 4g finds
no task to be announced, it sends no message.

2. B-waiting: Ag walls for the replies(bid messages or the rejection messages) from
the other agents,

3. award: After receiving all the replies, Ag sclects an agent A from the candidates,
such that CON{Ag, 4r) is the largest

Then Ag sends the award message to all of the candidates to show that the
announeed task is allocated to Ag.
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Figure 3: Behavior of ITM-A Agents

The iteration of the task migration step terminates when each of the overloaded
agents has no task to be announced.

Behaviors ol the agents according to ITM-A is shown in figure 3. An overloaded agent
Ay broadeasts the task announcement message. Agenls 4; and A;, which are in the TA-
waiting phase, evaluate the annaunced tasks. Since CON(Adz, A} = 0, A, replies to A,
wilth the bid message, then waits for the award message from Ay. Since CON{44, 4;) <
0, Ay replies to A, with the rejection message, then waits for another task announcement
message. Ay, receiving the bid message only from A,, sends the award message Lo
Ay, then meodifies its task allocation and goes to the next task migration step, 4,
receiving the award message from Ay, modifies its task allocation and waits for another
task announcement message. Ay receives the task announcement message [rom A,
This time, since CON(4,, 4;) > 0, Ay replies to A, with the bid message, then, the
interaction between 4; and A, follows like that between A, and As.



Comparing with TTM-S. I'TM-A runs faster. This comes {rom less amount of time for
synchronization and less amount of messages for information sharing. However, since
ITM-A decides task allocations by less amount of information, ITM-A generally reduces
swin of EVF values of all agents less than TTM-S.

6 Application

To evaluate I'I'M. we have applied TN to the trouble recovery problem in the area of
transporiation. This section deseribes the problem domain.

Consider a group of trocks. each of which is delivering shipments with due-date
requiremenis to many destinations. Initially, the shipments are appropriately allocated
b the trucks so that they are delivered before their due-times, During the delivery,
a trouble happens in one of the trucks, so that it can no longer carry its allocated
shipments, The problem is to acqnire new shipment allocations to the remaining trucks.
in order to minhmize the sum of over-due-times of all shipments because of the trouble,

The correspondence between ITM and the problem domain is shown helow:

o o lusk — o shipment,
o wn agini — a truck.

¢ FUF — sum of the over-dus-times of the shipments allocated to the truck, This
value depends on the routing. 1.e. the order of visiting the destinations. Fach
truck re-schedules s rmlling to minimize its total over-due-time.

In IIM. firsi, the shipments allocated to the truck i the trouble, are distributed ran-
domly, then the task migrations follow towards minimizing sum of the over-due-times

of the all shipments.

7 Experimental Results

We have implemented ITM on the parallel nference machine MultiPS1[8], developed by
[COT. MultiPSI executes programs written in the parallel logic programming language
KL1[&] in prallel, by a group of processor elements(called PEs) with no shared memory.
We use 16PLs for our experiments with 15,3060 trucks and about 1,200 shipments.
The trucks" actions according to ITM are distributed onto PEs equally.

Figure 4 shows the total execntion times and the final solution{sum of delay time).

The total execution time by I'I'M-5 15 from 5 to 11 times much as that by 1'TM-4.
[TM-5 gives better final solution than I'TM-A in the experinents with 15 and 60 trucks,
and ITM-A gives hetter solution in the experiment with 30 trucks.

Oune of the criteria for quick response in dynamic problems is high speed and, if
possible, good solution, From this viewpoint, ITM-A is more suitable than ITM-5,
because of its extremely high speed comparing with TTM-5.

Another criterion is interactiveness, i.e., how easily or quickly the changes of the
problem can be reflected in the course of the problem solving. 1TM-S can reflect such
changes at every point of the beginnings of the task announcement phases, ITM-A
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Figure 4: Experimenlal Results

10



cannot rellect such changes, until the final solution without refllecting the changes, 1s
acquired. Table 1 compares the response times of ITTM-5 and TTM-A. ie, compares
the average times for 1 task migration step by ITM-5 with the total execution times by
ITM A. This table shows that, in all the cases, the response times by TTM-5 is smaller
than those by ITM-A, From the viewpoint of interactiveness, ITM-5 is more suitable
than ITM-A, becanse of its quicker response comparing with ITM-A.

i agunt_xﬁfll ITM-S | ITM-A |
15 | 18s 101s

G0 dis Hs
60 Tls 055 |

Table 1 Response times(in seconds) by ITM-5 and [TM-A

& Conclusion

This paper has deseribed group problem solving methods ITM-A and ITM-5, for dy-
namic task allocation problems. Quick response is critical for the dynamic problems.
Our experimental results have shown that ITM-S improves the adaptability of the group
of the agents, while ITM-A improves the execution time of the eroup. The two factors
contribite to improving the quick response.

ITM. based on a group of avtonomous agents, can be well applied to distributed
enviroments such as production scheduling among distributed factories and task dis-
tribution in computer networks.

On the other hands, I'I'M doesn™t assure the optimality of its solutions. Therefore,
ITM cannot be applied to the problems requiring siriet optimality of the solutions.
Another limitation is the number of agents. The more the number of the agents is, the
more the amount of communication grows. which cause the drop of Lhe response time.
Clarifying the degree of the quality of the solution, and the relationship between Lhe
number of agents and the response Limes, remains to be done in the future.
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