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Preface

Heizo Nakajima

Tokyo Meiropolitan University

I am pleased at being conceded the privilege of writing the preface of this spe-
cial issne, as the organizer of the Unbounded Dependency Workshop held at Tokyo
Metropolitan University, May 31, 1987, This issue involves the papers which were
presented in the afternoon symposinm session under the title of “On Island Con-
straints,” {The proceedings of the papers read in the morning collogquium sessions
are available as Metropolitan Linguistics, Vol. 7 (Tokyo Metropolitan University).)

The symposium chose, as its topic, the problem of so-called island constraints,
The study of island constraints has a long histoty in the generative research of
langnage, and has constantly stimulated wide and deep interests among many people.
The study in this area has, furthermore, served to promote the development of
various current linguistic theories, such as the transformational grammar, Lexical
Funetional Grammar (LFG), or Generalized Phrase Structure Grammar (GPSG).
In these theories, the necessity of island constraints has been motivated almest in
the same way: the rule or process which deals with the unbounded dependency
must be formulated in snch a general way that it guarantees, on one hand, that
the distance between a displaced element and its gap may be potentially unlimited,
and on the other, that any sort of major constituent in a sentence can become a
displaced element; but such a general way of formulation gives rise to the problem
of overgeneration; then, some kinds of “island constraints” are needed to rule out
the overgenerated ill-formed sentences, These lines of reasoning are essentially the
same among the distinct lingnistic theories. Then, each theory has energetically
altempted to incorporate island constraints somehow, and has proposed numerous
ideas to do so. ‘Thus, the island problem may be regarded as one of the most
intriguing “interfaces”™ where the concerns of the different theories converge, and
many people with different bhackground may actively participate in the discussion.

The symposium was organized to discuss the island problem from the four dis-
tinctive views — GH-theory (i.e., the recent version of the transformational gram-
mar), LFG, GPSG, and Cognitive Model. The panelists, Masayuki Ike-uchi, Akira
Ishikawa, Yasunarl Harada, and Koéiti Hasida, each of whom took charge of one of
these theories, had been assigned, in advance, the several common tasks, that is,
explanations of the ways, for instance, how to create the gap-hinder relation, how to
ensure the one-to-one correspondence between a gap and its binder, or how to guar-
antee the unboundedness of the relation. However, the panelists had been requested
to uze the common examples sentences when they would make the explanation of
the island effects. All these were ellorts Lo make it easier to compare the features
of the theories and to clarify the differences and similarities among them. I hope
these efforts have succeeded to some extent, and have brought some gains to the
participants,
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The accomplishment of the symposium is due to the cooperation of many peo-
ple. I would like to thank Takao Gunji, who chaired the symposiom and negotiated
the publication of this volume with ICOT, to whom I am grateful for offering the
opportunity for the publication. My thanks also go to the four panclists mentioned
above. I owe acknowledgment to the more than 100 people who earnestly pattic-
ipated in such an ad hoc conference, and to the students at Tokyo Metropolitan
University who extended much energy in deing the dirty work. The workshop was
made possible by the Grant-in-Aid for Special Praject Rescarch from the Education
Ministry of Japan under Grant No. £2210014.



Introduetion

Gunji, Takao
Osaka [University

The workshop held at Tokyo Melropolitan University on May 31, 1987 was
unigue in the sense that the focus was on a single issue: unbounded dependency.
The existence of the phenomena of unbounded dependencies has been perhaps the
strongest motivation for the need of a grammatical theory with the descriptive pawer
more than that of the classical phrase structural grammar. As it turned oul, the
movement transformation has been, and is, one of the most important devices in the
grammatical apparatuses in transformational grammar. Recent noniransformational
grammars must also have systematic ways of Lreating unbounded dependencies, even
though they take the form quite different from moving a constituent around.

In fact, one of the earliest papers written in the framework of nontransforma
tional grammar was entitled “Tinbounded dependencies and coordinate structure”
(Gazdar 1981). Fven though the mechanisms proposed in this paper, now known as
(eneralized Phrase Structure Grammar, assumed no transformation, the fact that
unbounded dependency was one of the key phenomena to be treated in the new
framework exemplifies the important status of the phenomenon,

In the afternoon symposium of Lhe workshop, on Island Constraints, the speakers
presented several possible ways of treating unbounded dependencies and focnsed on
the discussion of how to avoid overgeneration, i.e., how to constrain the behavior
of general mechanism of establishing unbounded dependency. As the term suggests,
this kind of dependency is unbounded in the sense that it can in principle relate any
two constituents separated by a large number of senlence boundaries. For example,
in the following topicalized sentence or relative clanse, the sentence-initial topic or
the relative pronoun is related to the gap in an embedded sentence:

(1) a. Who do you think [s that John said [s he saw _]]?
b. the person who Mary believes [ that John loves _]

However, there have been known to exist several “islands” at which the de-
pendency is sumehow blocked. Thus, a theory of syntax must not only assure the
unboundedness of the dependency but also block the dependency at certain des-
ignated points, This is where syntactic theories start o get complicated; in fact,
the nature of such constraints is one of the key issues in many recent grammatical
theories.

Concerning unbounded dependencies, each speaker was asked to explain the
following facis:

(2) a. how to generate the displaced element (filler) and the corresponding gap
b. how to assure the one-to-one correspondence between the filler and the gap



c. how to assure the unboundedness of the dependency

d. bow to explain the island constraints

In the case of topicalized sentences, the filler is the sentence-initial topic, while
it is the relative pronoun in the case of relative clanses. ‘Itansformational grammar
usually generate the filler in the d-structure at the place where a gap (namely, a
trace } will appear in the s-structure after moving the filler to the displaced posi-
tlon. On the other hand. in nontransformational theories, the filler and the gap are
generated i osiiy,

In this respect. establishing one-to-one correspondence is a relatively straightfor-
ward task in the transformational theory, since a gap is only generated after moving
a constituent. Nontransformational theories can in principle allow overgeneration
ol gaps and displaced elements and thus somehow block ill-formed sentences. The
papers by Ishikawa and Harada describe the respective mechanizsms for properly
propagating the information on gaps in a constituent structure,

The unbounded nature of the dependency is achieved in both transformational
and nontransformational theories by placing virtually no constraints on the mech-
anism to establish one-to-one correspondence between the filler and the gap. This,
however, leads to a problem because of the existence of the effects of island con-
straints. For example, the following sentences show the effect of island constraints
and the speakers were asked to explain them in their respective frameworks:

{3} a. *(I wonder) which book John met a child who read .
b. *Which book did you wonder who bought _¥-

¢. *Who did a story aboul _ surprise you?

The first is known as the Comples NP econstraint. In short, you cannot have a
gap in a clanse that modifies a noun phrase (a relative clause, an appositive clause,
etc.). The second is called the Wh-island condition; you cannot have a gap in a
clause led by a wh-phrase. The third constraint, the Subject condition, prohibits
you to have a gap in a sentential subject. These constraints have been known for
more than twenty years, since the appearance of Ross (1967). In traditional gener-
ative grammar, however, they have long been stipulated as independent constraints
which must be added to the grammar. The recent trend in generative grammar,
however, is fo assume as few stipulations as possible. Instead, grammatical phe-
nomena are explained by interactions between scveral general principles assumed
in the grammar, on the one hand, and the nature of the particular lexical items
involved in the construction, on the other.

In the symposium, four such approaches were selected and their respective at-
tempts were compared with one another: the so-called Government-Binding the-
ory (or the theory of principles and parameters, as it is recently called), Lerical-
Functional Grammar, phrase structure grammar, and a theory of grammar based on
cognitive model,

In the framework of the recent transformational theory, Ike-uchi’s explanation of
the effects of the island constrains is rather straightforward: the movement transfor-
mation (“Move a" ) cannot cross more than a single barrier. This general statement
is mot specific to a particular construction, and in fact covers all the above cases,
since all of the above sentences can be shown to have at least two barriers between



the gap and the filler. Of conrse, the effoctiveness of the argument owes much to
how you define a barvier in the grammar and this in fact is not a simple task in this
grammar. The paper included in the current proceedings claborate on this issue and
suggests a modification to the presently prevalent definitions.

In the framework of Lerical Functional Grammar, the unbounded (or long-dis-
tance] dependency is described by a chain of prammatical functions—known as
a functional annotation—attached to a node in the phrase structure (constituent
structurej. This in effect expresses the path in the functional structure between
the gap and the filler. Thus, in Ishikawa's approach, the island constraints are
straightforwardly expressed as constraints on such chains. Whether the above three
constraints could be merged to a more general constraint on functional annotations
seems to be an interesting topic of future research in LFG.

The version of phrase structure grammar presented by Harada assumes a cer-
tain number of local constraints for particular types of local (minimally branching)
tree. Unlike transformational grammar, the constraints are associated with partic-
ular types of local constructions (complementation, specification. ete.), rather than
with somewhat global operations (movement, ete.). In a sense, apparently indepen-
dent island constraints are incorporated as well-formedness conditions on passible
branching of phrase structure trees. Thus, one advantage of this approach is that
one needs to see only a limited local domain even if the phenomenon to be explained
is apparently unbounded.

One of the limitations, however, of the above approach is that it cannot eliminate
a certain type of ill-formed sentence, ane type of Complex NP construction involving
that such as the following:

{4) a. *(1 wonder) who John belioves the rumor that Mary loved _.

b. *Whao do vou believe the claim that she loves 7

Even though whether this is a defect of the theory or not is an interesting topic of
its own right, Hasida presents a completely different approach—based on cognitive
model—rather than proposing a revision of the syntactic theory. In this model,
certain grammatical constructions and the “rules” (in a loose sense)} responsible
for them are deemed as inherently difficull for a child to acquire because of the
burden on processing. Thus, independently of the purely syntactic constraints for
the Compler NP constraint, certain constructions of this form are never learned hy
a child due to cognitive difficulty. Even though Hasida's argument is intended to
complement Harada's, it may open a way to explain away other constraints which
are considered purely syntactic in nature,

At the symposium, the presentations of the speakers were followed by a dis-
cussion session, which contained many interesting questions and comments from the
floor. Regrettably, none of those discussions are included in the current proceedings,
although, hopefully, the current versions of the papers included in the proceedings
reflect many of the suggestions given at the occasion.

References

Gazdar, (5. 1981. “Unhounded dependencies and coordinate structure.” Linguistic
Inguiry, 12, 155-184.



Ross, J.R. 1967. Constraints on Variables in Syntaz. Ph.D. dissertation, Mas-
sachusetts Institute of Technology, published as Infinite Syntaz! by Ablex,
Norwood, N.J., 1986,



New Barriers and Islands®

Masayuki Ike-uchi
Joetsu University of Education

In his lectures given in Tokyo and Kyoto in 1987, Noam Chomsky proposed a
new theory of barriers which attempts to unify the theory of government and the
theary of bounding. The main aim of this paper is to examine his new theory, to
clarify the issues, and to point out some problems. Hefore entering into the main
discussion, let us briefly summarize the proposed definilions of various notions and
principles which are relevant to it}

Let us begin with the notion of barrier. There are two types of barricrs. One s
the inherent barrier and the other is the barrier involving the Minimality Condition
which is called the minimality barrier here. The inherent barrier is defined as follows:

{1} o is an inherent barrier for 8 il @ is not H-marked or L-marked.

(2) a. « H-marks 3 iff § is the complement of a.

b. & L-marks 3 iff & is lexical and 4 is an immediate constituent of -, v is the
camplement of .

Notice that we have dropped the notion of inheritance of barnerhood.
The minimality barrier for government is defined as:

(3 @ is a barrier for @ iff o (improperly) includes 4, &, where v = 4™ § = §" and
# is included in v and the complement of 6.

The minimality barrier for bounding is defined as:

*I wish to thank Heizo Nakajima and Takeru Suzuki for reading an eartlier version of this paper.
| am also grateful to Jeffrey Jomes, who corrected stylistic errors. This work was supported in
part by & Grant-in-Aid for Scientific Research from the Japanese Ministry of Edacation, Grant Na.
G1TI0262 and No, 62510249,

A slightly different version of this paper appeared in The Bullelin of Jostau Univerndy of Educa-
tiom, Vol. T {1884) under the title of “Notes on New Barriers.”

'For a more informal exposition of the new theory of barriers, see Ike-uchi (1987). See also
Nekajima (1987}

?n order to block the extraction of the complement of K from NP (shown in (i), it is required
that § be “improperly” included in the complement of &

() -y e - o N 4D

However, @ musl not be “improperly™ included both in v and in the complement of §, since the
extraclion of the complement of N over N' would be ruled out if 16 were permitted. See (ii). This
is due to Yaswaki Abe.
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(4) [a,4] is a barrier for # iff o (improperly) includes v, &, where v = 4™ § = §0
and [ is included in % and the complement of 4.

It should be stressed here that both the minimality barrier for government and that
for hounding are defined referring Lo one and the same confignration.

Using these barriers, we can define the notion of government (5), the ECP (8),
and the Subjacency (9):

(3) government
o governs J iff (i} @& c-commands 5 and
(i} there is no =+, % a barrier for 3, 7 excludes a.

{6} c-command
o c-commands 3 iff (i) o doss not cover 3 and
(i) for all v, if ¥ covers ™ then 4 covers/includes 3.

(7) cover
a covers 3 iff 5 is properly included in a segment of a.

The barrier ¥ in (5ii) includes both the inherent barrier (1} and the minimality
barrier (3).
We now have the ECP defined as (3):

(8) ECP

Chain links must satisfy antecedent government.

Notice that the ECP is now a condition on chains and that proper government is
reduced to antecedent government, dropping 8-government.

{9} Subjacency
is n-subjacent to o ifl there are n barriers for 4 that c-commands ¢ 2

Now the Subjacency Condition stipulates that 3 must be less than 2-subjacent to
o. This means essentially that movemeul cannot cross more than a single barrier,
The relevant barrier (in principle) inclndes both the inherent barrier (1)* and the
minimality barrier {4).

We have one more government condition for traces:

{10} L government
Traces must be L-governed.

In the foliowing sections I will sometimes touch on other relevant assumptions
where necessary.

*[a, ¥] c-commands § iff & c-commands 8.
*Assuming slight modification of (%), since there nesd be no c-command reqiirement for the
inherent barrer.



1 Some Problems with the Minimality Barrier [a, 4]
System

In this section I will examine the minimality barrier [, %] system and will point
out some problems (and suggest a slight modification).

1.1 The mipimality barrier [, v] system, as it stands, incorrectly rules out com-
pletely acceptable sentences like (1 I]l:5

{11} a. Who; do vou [yp, t;? [ve, think [cp t;! that John saw t]]]
b. Who, did you [vp, t;* [vp, see [np t;! a picture Ll

{11a}is an cxample where extraction is from an embedded complement sentence and
(11b) is an instance where it is from an object NP phrase. According to the [a, 7]
system, there are two barriers [VPz, VPg] and [VP3z, CP] in (11a) and [VPg, VPy]
and [VI'3, NP]in (11b). Thus, beth {11a) and (11b) involve subjacency violations.
This is not a desirable result.

There will be several possible modifications which could avoid this result. I will
tentatively suggest that the “improper” inclusion in the definition (4) be replaced by
the “proper”™ inclusion. The “proper” inclusion version of the minimality barrier [a,
7} system allows only one barrier {[VPz, CP] and [VP;, NP], respectively) in both
cases and thus correctly predicts their grammaticality. In the subsequent discussion,
I will adopt this version. See §5.%

1.2 The [a, 7] system correctly predicts the status of wh-island viclation like {12):
{12} What did you wonder to whom John gave?
There exist two offending barriers [VPy, CP] and [VP, IP]:

(13) What; did you [ve, t;* [ve, wonder [cp to whom; [or ¢ [rp John t! gave t;

t5]ill]

This system, however, cannot explain the difference in grammaticality hetween
{12) and {14):

(14} Which book did the students forget who wrote?
Grimshaw 1986: 365

It is well-known that wh-island violations are weakest when extraction occurs from
indirect questions where the subject is wh-questioned. According to the system in
question, wh-movement crosses two barriers in (14) and thus it should be no different
from (12) above.”

"Cf. Nakajima [1987).
 Accordingly, an alternative treatment must be given to the whisland violation in Topicatization
like [i:I.'

{i} *This book, | wondered to whom I gave.

"See also a case of extraction from the relative clause in which the subject is relativized:

- 7T —



1.3  Chomsky assumes that indefinite determiners such as i, ¢, and some do not
occupy the specifier position in NP and thus that position is vacant in such NP%.
Hence, wh-phrases moved by Move-or can stop by there and then move upward. On
the contrary, definile determiners such as the, that, and genitive NP's do occupy the
NP specifier position and thus wh-phrases cannot move upward via that position.
These assumptions predict that there will be differences in grammaticality between
(15a) and (15b) and between (16a} and (16b):

(15) a. Which book did Juhn hear a rumor that vou had read?
b. Which race did John believe the/Tom’s claim that Mary had won?

{16) a. Which book did John meet a child who read?
b, Which book did John meet that child who read?

The structures Lo be examined are the following:

(17) a. Which book; did John t;* hear [we t;* [ a [w rumor]jcp t.2 [or that [ip you
had ;! read t]]]]]
b. Which race; did John [ve, t;? [vp, believe [wp the/Tom's [wr claim [ep t:?
[c+ that [ip Mary had ;" won t;]]]]1]]

(18) a. Which book; did John 4, meet e t:% [ [ a child)ep who; [or & [p 1
(1 v 1! [vp read ]I

b. Which book; did John [yp, t;? [yp, meet [ne that [a [ child] lep whoy [or
@ [ip t; (v Ilve & [vp read &)1

According to the minimality barrier [a, %] system, there are two barriers [VPa, NP)
and [VPz. CP]in (17b), but there is only one barrier (N, CP]in {17a).% Similarly,
in (18b} three barriers [VPy, NP, [VP;, CP) and [VPg, IP] are crossed, but in {18a)
only two barriers [N', CP] and [N', IP] are. This will mean that in both {15) and
{16} b. is less acceptable (i.e., involves a more serious subjacency violation) than a.
Then the question is whether this is factually correct.”

2  On Inherent Barriers

2.1 Redundancy

Let us first point out the redundant nature of inherent barriers in certain cases.
Consider the extraction of wh-phrases from the subject NP or the adverbial
clanse:

(i} That’s one trick that I've known a lot of people who've hesn taken in by,
Chung and McCloskey 1983: T08

*Nate that it is in itself a problem that Move-wh crosses Jjust one barrier in (17a), since (15a) is
not perfectly grammatical. In other words, it is not as grammatical as (11a), where there is only
one offending barrier.

*This problem was also {partiy) pointed cut by M. Saito, if | remember correctly.

See, for example, Ross 1967 and Chomsky 1975: %0, 1981: 49 and 1986: 34-36.



{18} *The man who pictures of were on the table came in.
(20} *To whom did John leave before vou spoke?

They have the following structurces, respectively (irrelevant details omitted ):
(21} The man [cp who; [o @ [ip e 4! [er piclures t;]] were on the table]]] came in.

(22} To whom; did John [vg, t,° [vp, [v leave][pp [p before |[cp t:* [ ¢ [1p you
t;! spoke t]]]]]

In both cases wh-movemenl crosses Lwo barners ([, IP], [C', NP] in (21) and [VPy,
FP|. [VP;, CP] in (22)) according to the [o. 7] system. Notice that there is one
more relevanl barrier. Thus NP in (21) and PP in (22) are both inherent barriers
as well. Conseqnently, wh-movement crosses three barriers in all in these cases.
Crossing three barriers should by deflinition yield a severer subjacency violation
than crossing two barriers, The problem, then, is whether this is factually correct
in these examples. If it is not, then it follows that inherent barriers are redundant
here,

Furthermore, consider the extraction of how from the relative clause or the ad-
verbial clause which involves the ECP:

(23) *How did John meet a man who fixed the car?
(24) *How did you leave before he fixed the car?
Examine their respective structures:

{25] How, did John tl:i meet ENI" 15-;2 lmr1 lN' a mﬂ.ﬂ][;_;]: Whﬂj [[_:.l & [u: by [lﬂ I [VF‘ t-.l
[ve fix the car t;]]]]]]]

(26) How; did you [vp 1, [vp [v leave]lpp [p before]lep t' [or @ [tp he t; fixed the
car t;]}]]]]

The ECP correctly excludes both (23) and (24), since N’y in (25) and PP in (26) can
be the minimality barriers which block the antecedent government of t;' by t2.1¢
Now notice that there also exists an inherent bartier between ;% and t;7, CP in (25}
and PP in (26). In the ECP violation cases, different from the subjacency violations
above, these inherent barriers are truly redundant, since a single barrier, whatever
it may be, is enough for the ECP to function. The existence of another barrier is by
definition meaningless,™

In swm, inherent barriers are redundant and unnecessary at least in certain cases,

WAt the final stage of derivation which [ will ignore here, [25) becomes ungrammatical because
of the improper chain. See §6.
nﬂeg, however, §6 and pote 24,



2.2 Necessity

Let us next consider the contrary arguments which evidence the necessity of

inherent barricrs.
First, consider (27):

(27) *How is it time for John to fix the car?

In order to explain the ungrammaticality of {27) by the ECP, there must be at least
one barrier which blocks antecedent government. Examine the structure of (27 in
(28):1*

{28) How; it [yp ;2 [1-']: is time [gp t;? [ev for IIP John to t;! fix the car £

Notice that there is no minimality barrier intervening t;* and t,2. CI, howaver,
constitutes a barrier blocking antecedent government as an inherent barrier. Here,
then, the inherent barrier is not redundant and is necessary as an independent

barrier,
Nuxl consider {29):

(29) a. ?What did you figure out how 1o finance?
L. *What did vou figure it out how to finanece?
Culicover and Wilkins 1984: 161.

If Culicover and Wilkins' judgement is correct, then (20) can be regarded as moti-
vating the necessity of inherent barriers. As predicted by the minimality barrier [a,
7] system, in (29a) wh-mmovement crosses two barriers [VP;, CP] and [V¥,, I1"] and
thus causes a subjacency violation.' See (30a):

(30) a. What; did you [ve, t* [vp, [v figure out][gp how; [ & [p PRO [p to [vp
t: [ve [y finance t;] ;)]
b. What, did you {vp, t.* [vp, [vp figure it outlcp how; [ & [p PRO [y to
fvp t! [ve [y finance t;] *_:”””]]

Notice that {20b}) is far worse than (29a) although what crosses the same number
of barriers (i.e., [VPy, CP] and [VP;, IP]) as shown in (30b). We can attribute this
difference in grammaticality w the existence (or absence) of an inherent barrier.
Thus, in b. CP is in an adjunct position and hence serves as an inherent barrier as

121 hedieve that the stracture given im (28] is vssentially correct for the it is time for NP to VP
constroction. 165t has a structure like (i) {mentioned by Chomsky) where OP is the complement of
time, then there arises a problem in the case of the movement of the argument wh-phrases:

(i It [ve is [we [ time [cp for John Lo fix the cac]]])

Notice that a wh-phrase in the position of the car crosses two barriees, [VF, NP] and [VP, CP),
yielding a subjacency violation contrary to fact:

(1) What is it time for John to fix?

But see §2.3 for possible inkeritance of barrierhood by a lower segment in {28),
"*But for some not exactly known, but familiar reasons, {29a) is not so bad. We will not enter
inte the details here,

=10



well. In a., however, the CT" in question is a complement of the verb and hence does

not comstitute an inherent barrier.'®
It should be noticed that the system which has only the minimality barrier

available cannot capture the difference between complements and non-complements
with respect to barriethood. As is already exemplified above, it takes any maximal
projection that fits the defined configuration as 7 in the definition (4) whether it
is a complement or & non-complement. Thus it cannot in principle distinguish,
for example, objects and complement sentences from subjects and adjuncts. It is,
fundamentally, for this reason that we also need the notion of inherent barrier which
can hy definition capture the (non-)complementhood.'®

2.3 On the Necessity of Inheritance of Barrierhood

Let us now turn to the phenomena which suggest that a barrier by inheritance
in the sense of (31) is still necessary contrary to Chomsky’s proposal to abolish it

(31) wis an inherited barrier for 7 ift o immediately dominates an inherent barrier

for 3.
First, consider (32):
(32) 77This is the company of which every new idea frightens the president,
Following Belletti and Rizzi 1986, we can assign a structure like (33) to (32):'®

(33) This is the company [cp of which; [¢v ¢ [p every new idea; [ I [ve, t:° [ve,
[v: frighten t;][xp t;* the president t;]}]]]]]

Notice that there are no minimality [e, =] barriers here and that there is only one
inherent barrier, i.e., NP, In order to explain the unacceptability of (32) by the
Subjacency Condition, we need at least two barriers intervening between t;° and

t;'. Thus we will have to assume that VP; inherits barriethood from the inherent
barrier NP, constituting a second barrier. This assumption yields a desired result.

Next consider (34):

{34) *Who did John see in the gallery a picture of?
Nakajima 1984: 46.

This is assigned a structure like (35a):
(35) a. Who; did John [vp, t;2 [vp, [vp see t; in the gallery|[np; t;! a picture t;]]]

Once again there are no minimality barriers. In order to make VF; a second barrier
which is necessary for the Subjacency Condition, we must again resort to the inher-
itance of barrierhood from the inherent barrier NP;, assuming that VP, is a lower
segment of the maximal projection,

MIn fact, the situation is a bit more complicated. We will return to the problem in §2.3

¥ Far Incorporation phenomena, see Baker 1985,

18We tentatively assume that of which moves upward via the NP's specifier position, avoiding
the ECF violation.

—11 —



This argument crucially depends on the ordering of the application of rules: i.e.,
Complex NI' Shift—twh-movement, whether the Subjacency Condition is & condition
on movement or on the resulting representation.

Suppase, alternatively, that wh-movement is applied prior to Complex NP Shift
and that the Subjacency is a condition on the re presentation. Then the structure
to he examined is not (35a) but (35b) below:

(35) b. Who, did John [vp [ve, t:% [vp, see t; in the gallery]l[xp, t;' a picture t;]]

This time the inheritance of barrierhood from NP 5 by VP; is impossible. And in
fact there can be no effective inheritance of barrierhood, although NP, is again an
inherent barrier, ocenpying an adjunct position. Thus there is only one offending
barrier. This vields an incorrect result.

Suppose, now, that wh movement is applied before Complex NP Shift and that
the Subjacency is a condition on the application of rules. Then there exist no
offending barriers when wh-movement is applied. Thus (34) is again predicted to be
grammatical.

It can thus be concluded that the ordering must be: Complex NP Shift-wh-
movement in order to explain the ungrammaticality of (34) in terms of the present
system.!”

3 On the Notion of the “Best” Derivation in Syntax

Chomsky has presented one crucial assumption that “in syntax vou always have
to pick up the best derivation.” Suppose that this assumption means that we have to
pick up the derivation where there are as few syntactic (e.g., subjacency) violations
as possible, or no syntactic violations, if possible.

Y7 A similar remark holds in the case of {36h) above, where the rules involved are extraposition
and wh-movemendt.

It might be argued that one possible solution is to assume that VP also constitutes a eycle.

Maotice that the argument here presap poses that H-marking is dene not at the level of D-structare,
but at a later level, e.g., S-structure. Suppose now that H-marking is done at D-structure and that
the category will be marked, say, [+H] when it is H-marked at that level. And suppose also that
the [+H] marked category does not constitute an inherent barrier, These assumptions lead to an
undesirable result, inee neither interpretation of the Subjacency Condition gives any necessary
offending inherent barriers under either ardering of the rules in question.

There is another class of possibly relevant phenomena which invelve psych-verbs (and, for that
matler, passive constructions). Consider, for example, a sentence like [i):

{i} This is the plan [zp on which, [z & [p [¥p, ti a newly proposed idea talir I [ve [vr frightensd
t;]lwr the president of the company]]][]]

If NPy were H-marked as [+H] at D-structure and thus did not constitute an inherent barrier, then
wh movement would cross only twe minimality barriers [C', IP] and (€', NP,] in {i). But recall
that extraction from the subject NP like (21) above crosses (at least} three barriers including one
inherent NI barricr. Then the question is whether there is a difference in acceptability between {i)
and (21). I myself doubt that there ia.

To sum up, the assumption is wrong that H-marking is carried out at D-structure.

In this connection, see also Chomsky 1986 26,

[ have benefited from the comments of Takery Suzuki, .

If IP adjunction is permitted, then we must assume inheritance of barrierhood to exclude the
extraction of a whphrase from the subject NP ({as is suggested by Chomsky) and Topicalization
from it (as is pointed out by Belletti and Rizzi 1088: 45).



Assuming that his is correct, let us consider two possible problems which it brings
about. First, observe (36}

{#6) *What did John arrive yesterday [4p sad about]?
Huang 1982: 487,

Note that AT hangs from [P, If what takes a usual derivation process, moving upward
as shown in {37), then it crosses two minimality barriers, [C', IP] and [C', AP] and
an inherent barrier, AP, Thus this correctly vields a subjacency violation.

(37) jep what; [or did [p John [vp arrive yesterday] ap sad [pp t;! [pp about ;]])]]]

Alternatively, suppuose that we choose a different syntactic derivation where what
first adjoins to PP, then adjoins to V1%, and finally moves to the specifier position of
the matrix clausze;

(38) [cp what; [or did [tp John [vp, t* [vp, arrive yesterdayl]|ap sad [pp t;' [pp
about t;]]1]]]

Notice that the second wh-movement is a kind of lowering process. It should be
aoted that this second wh-movement crosses one inherent barrier, AP, and the final
movemnent, one minimality barrier, |C' IP|. Thus this derivation yields no subjacency
violation. If it is a possible syntactic derivation and thus is the best derivation in
syniax with no syntactic violation, then (36} should be grammatical. How can we
exclude a derivation like (38)7 One possible solution is to check the resultant chain
(whats, t;%, t;%, t;). In this chain t;* does not ¢-command t;'. We conld therefore
claim that the chain in question is excluded for this reason and thus a derivation
like (38) is not possible, and hence (36) is ungrammatical. It should be cmphasized,
however, that we must check a chain at the level of S-structure, not at the level of
LF, since it is assumed that both 1;? and ;* as intermediate A-traces of an argument
are deleted at 117 to get operators to have operator-variable constructions. It seems
that there are no other phenomena which require that a chain-checking like the
above be done at S-structure. If this perspective is correct, then the solution under
consideration requiring a chain-checking al S-structure is dublous. If so, there will
be no way to hlock a derivation like (38).

Next consider NP-movement. [t is usually assumed that NP-movement in (39)
is blocked by the ECP, since t; is not antecedent-governed:

{39) *John; seems that it appears t; to be intelligent.

Notice, however, that the NP-movement in question violates the Subjacency Condi-
tion as well. Thus if we must pick up the best derivation in syntax and it is defined
as above, then a derivation like (39) is nol permitted in syntax. ilence the possible
derivation which can be regarded as the hest derivation must involve a process of
VP-adjunction and movement to the specifier position in CP, and thus will yield a
derivation like (40):

(40) [1p John; [ 1 [vp & [vp seem [op &2 [or that [se it [v T [vp &* [ve appear [
t; to be intelligent]]])Z]])]1]

— 13 —



All the four NP-traces satisfy antecedent government requirement. Thus, we must
attribute the ungrammaticality of (39) not to the ECP, but to the violation of
Condition C of the binding theory by t;, assuming that the binding theory applies
at LF (as is also asswned in Chomsky 1986).'% Here again the notion of the best
derivation is crucially involved,

4 L-Government

Chomsky has proposed that the sentence in (41) is ungrammatical due to the
L-government condition on traces:

{41) *How fix the car John can?

This is illustrated by the following derivation where VP fronting is applied hefore
wh-movement of how:

(42) a. |cp [or ¢ [ip John can [yp fix the car how]]])
b. [cp [ ¢ [tp [vp fix the car how](ip John can typ]]])

¢ [op how; [or ¢ [1p [ve ti' [ve fix the car ]][ip John can ty:]]]]
=4

Notice that t,', which is [—A} marked, does not satisfy the L-government require-
ment. This vields & correct result,

It should be noted, however, that an alternative derivation is possible which
ends in avoiding the above result. Suppose that wh-movement is applied before VP
fronting:

(43) a. [ep [ ¢ [rp Johu can [vp fix the car how]]]]
h. [ep how; [or ¢ [ John can [ve t;! [vp fix the ear ]|}
i+
¢ [ep howi [ @ fie [ve &' [vp fix the car 4])[p John can ty]]]]
[+

Notice that t;* is L-governed and thus [+)] marked in b. after wh-movement is
applied.’ A later application of VP fronting does not affect the L-government of
t;'. Hence the proposed system predicts that (41) should be grammatical 2°

¥ Note that if the binding theory applies at LF, then Condition © cannot explain the stetus of
{39) in the Harriera system—contrary to the claim made in Chomsky 1986: 22 and n. 20—, since
t.! may be deleted at T.F after having licensed t, at S-structure in that system.

"*We asame that t;" is L-governed in a configuration like (43b), following Chomsky.

“Tt seems that we could not cope with this problem by rezorting to the notion of strict cyele,
sinee it is usually assumed that only CP, not IP, constitules an independent cycle in the case at
issue.



5 On the Minimality Barrier for Government and
Lower Segments in Adjunction Structure

Chomsky has suggested the possibility that lower segments in adjunction struc-
ture serve as minimality barriers for government and block antecedent government.

Consider, for instance, (44) which is an illustration of the effect of the Left
Branch Condition: :

{44) *How many; did you [vp, t;* [vp, read [ t; books]]|

If VP2 is a minimality barrier which blocks government,®® then (44) is ruled out by
the ECI', since t; is not antecedent-governed by t,!. Similarly, (45):

(45) *How; John [vp, t;! [vp, is [ap t talll]] (= *How is John tall?)
Furthermore, (46) and (47b) can also be treated in a similar manner:?*

(46) *From which city; did you [vp, t;' [vp, meet [yp the man 4]]]
Chomsky 1986: 80.

(47} a. John predicted [yp a crisis on account of widespread unemployment]
b. *On account of what,/Why; did John [vp, t; [vp, predict [wp t;! [l a crisis]
tijll

Although these examples are in favor of the assumption that lower segments are
minimality barriers, the following are against this assumption:

(48) Now well; the meal [vp, t;' [vp, is [ap cooked t,]]]
Chomsky 1986: 79.

{49) Mow; do you [vp, t,° [vr, want [cp ;7 [p to t;? fix the car t,]]]]

I these cases, VP2 must not be counted as a barrier blocking antecedent govern-
23
ment.

" Though VT3 does not exclude 4,

TV exists in the strocberes at issue, then V' instead of VP: could be taken as a barrier. Sec
Chomeky 1986: 4 and 47

Y must nol appear here, See note 22,

Sew alsu (35a) as an instance of rightward movement, If the structure derived by Complex NP
Shill i (ranghly speaking) (i}, then a lower segment VP* must not be taken as o minimality barrier
which blocks antecedent government:

i) o [ve [ver v V] PP] NP;)

Cf. note 2.
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6 On the Inadequacy of LF-VP Fronting

Chomsky assumes that LF-VP fronting preposes VP (VPy, VP;) and adjoins it
to the matrix IP in (50) and (51), finally yiclding an improper chain:

(50) *[cp How; [cv did [1p John [p I [vp t° [vp meet [np t,2 [y [n & man|[cp who,
ler @ [1p 45 [ I [ve, [t [vp, fixed the car t, TN

(31) *[cp How; [o do [p you [p I [vp t:* [vp wonder [cp who; [or & [ t; [ will
lve, t* [vp, fix the car I

However, if the VP in question is adjoined to the embedded IP—this possibility is
allowed in the system, then neither an ECP violation is vielded nor an improper
chain is produced. Examine (52) and (53) in which VP is adjoined to the embedded
IP:

(52) [cp how; [or did [1p John [p I [ve t:® [vp meet [vp t,? [v [ a man][op who;
[or ¢ [1p [vpy 4} [ve, fixed the car )]t t; {1 1 [ve eI

(53} {op how; [cr do [ip you [y I [vp t;? [ve wonder [cp who; [o ¢ [ [ve, ' [ve,
fix the car e t; [p will [ve e]]JJIIIN

Neither CP (or C') nor N’ is now a minimality barrier, since t,1 (3) is not included
in the complement of ¢ (§). Thus there is no ECP violation.** Notice that chains
are proper in both of these cases. Hence we have no explanation for the ungrame-
maticality of (50) and (51).2% %6
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Long-Distance Dependencies and Their
Functional Constraints

Akira Ishikawa
Soplia University

1 Introduction

Long-distance dependencies arc known to follow various constraints such as those
proposed by Ross (1967). 1t has been one of the major goals of generative syntax to
reduce such constraints to more fandamental principles. In this paper, T will discuss
one possible approach to this problem.

The approach in this paper comes from the framework of Lexical Functional
Grammar (LFG). I will first introduce a device recently proposed in Kaplan and Za-
enen {1987) to handle the phenomenon of long-distance dependencies in LFG. This
device marks a clear departure from the former LFG account of this phenomenon.
The former account made crucial use of e-structure information, such as the syntac-
tic categories of gapped elements. Kaplan and Zaenen have revealed that e-structure
information is unnecessary if the expressive power of functional annotations is en-
hanced. This idea is in line with the recent developments of LFG, which have been
termed extensions of the interpretatjion of functional equations. The main purpose
of this paper is to show how the new extension should be modified to capture some
of the well-known constraints. It will be shown that this functional approach re.
veals a universal regnlating principle closely associated with a deterministic parsing
mechanism.

2 Control equations for long-distance dependencies

Raplan and Zaenen (1987) proposed un extension of the interpretation of functional
equations in order to capture long-distance dependencies withvut using double-arrow
meta-variables (f1,{l). Double arrow meta-variables were regarded as indispensable
in Kaplan and Bresnan (1982} in order to explain the matching of the syntactic
category of the displaced element with that of its gap. The following pairs were cited
as an example calling for the information of the syntactlic categories of correlated
elements.

(1) The girl wondered how tall she wonld grow.
*The girl wondered how tall she would reach.

(2} *The girl wondered what height she would grow.
The girl wondered what height she would reach. (p.241)
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The dependencies between how tall and grow, on the one hand, and wha! height
and reach, on the other, as shown in (1) and (2) can be described by associating the
foliowing functional equations with how tall and what height, respectively.

(3)a. (1 FOCUS) = (T XCOMP)
b. (1 FOCUS) = (T OBJ)

These equations represent the control relations involved as the following f-struc-

tures show,

. SPEC THE
SUBYV prep e | T T ™~
PRED ‘“WONDER<(SUBJ)(COMP)>"
[ ADJ]  HOW ] T |
(4} a FOCUs PRED *TALL<(SURJ)>
SUBJ —_— — % 1—
COMP
SUBJ PRED ‘PRO’ |
PRED  ‘GROW<(SUBJ)(XCOMP)>"
L Xcomp +—
- SPEC THE |
SUBJ PRED GIRL
PRED *“WONDER<{SUBJ)COMP)>’
[ . ADJ  WHAT
b. _ FOCUS | pRrED ‘HEIGHT*]
COMP | SUBJ PRED 'PRD']
PRED ‘REACH<(SUBJ)(OBJI)>"
. OBJ 1

The solid lines indicate the control relations induced by the equations in (3). The
dotted line in (4a) comes from the functional-control equation (T SUBJ) = (T XCOMP
SUBJ), which becomes equivalent to (T SUBJI) = ([ FOCUS SUBJ) through the
equation (] 'OCUS) = {1 XCOMP) (cf. Bresnan (1982)).

The use of double-arrow meta variables becomes necessary when there are more
intervening elements.

(5) The girl wondered how tall John had said that Bill would predict that she would
grow.

in (5), the control relation between how tall and the gapped element would need
the following equation, which viclates the principle of functional locality prohibiting
mare than two symbols (exeluding the leftmost arrow) from occurring on either side
of a functional equation, thus limiting the expressive power of functional equations.

(6) (1 FOCUS) = (1 COMP COMP COMP XCOMP)

The principle of functional locality embodies the idea that the overall structure of a
sentence is derived from the integration of the locally consistent sub-structures of its
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constituents. This restriction of the expressive power of functional equations made
it necessary to transmit such a long-distance control relation as in (6) in piecemeal
fashion. i.e. from one node to another. Such a transmission was effected in the
c-structure using equations involving donble-arrow meta-variables subscripted with
the syntactic categories of correlaled elements (cf.Kaplan and Bresnan (19827).

Taking the other tack, Kaplan and Zaenen (1987) extended the expressive power
of functional equations withoul infringing the functional locality principle. They
augmented the expressive power by allowing regular language notation within fune-
tional equations. In the case of long-distance dependencies. the notations for closure
and disjunction play a crucial role. The closure notation collapses an indefinite num-
ber of occurrences of the same symbol in one complex symbol,

(T} a. Mary John telephoned yesterday.
(T TOPIC) = (1 OBJ)

b. Mary John said that Bill telephoned vesterday.
(1 TOPIC) = (| COMP OBJ)

c. Mary John claimed that Bill said that Mike telephoned yesterday.
(1 TOPIC) = (T COMP COMP OBJ)

The three sentences in (7) all involve a long-distance dependency between TOPIC
and OBJ. Hut the path linking the two grammatical functions can get indefinitely
stretched through the intervention of COMP. By using the closure notation, we can
specify this indefinite number of occurrences of COMP on the path.

(8) (1 TOPIC) = ([ COMP* OBJ)

When there are more than one type of grammatical function on the path, the
alternative is indicated by disjunction.

(9) a. Mary John made it clear that Bill said that Mike telephoned.
b. (1 TOPIC) = (T XCOMP COMP COMP OBJ)
c. (1 TOPIC) = (] {XCOMP, COMP}* OBJ)

{10} a. Mary John claimed that Bill made it clear that Mike telephoned.
b. (1 TOPIC) = {1 COMP XCOMP COMP OBJ)
c. (1 TOPIC) = (1 {XCOMP, COMP}* OBJ)

In (9) and (10}, the paths contain both COMP and XCOMP in different combina-
tions indicated in (9b) and (10b). The use of disjunction together with closure can
collapse these two paths into one as indicated in (9¢) and (10c).

A parallel extension is carried out on the side of the interpretation of functional
equations.

(11) (f a) = v holds iff ({f s} Suff(s,a)) = v for some symbol s, where Suff(s,a)is
the set of suffix strings y such that sy € a.

In (11), the argument a denotes a set of strings in a regular language.
On the basis of these extensions, Kaplan and Zaenen represent the general
schema for constructions involving long-distance dependencies.



=

(12) §" — 0
(1 DF) =1
(1T DF} = (] body bottom)

DF indicates a discourse function such as TOPIC and FOCUS (cf. Bresnman and
Mechombo (1957)). The second eguation containing body and bottem acts as the con-
trol equation for long-distance dependencies. Bedy corresponds to the path linking
DF and the controlled grammatical funetion, which is what bottom corresponds to.
An instance of this schema is the rule for English.

(13) 8" - XP or §
(1 DF) = |
(1 DF} = (] {XCOMP, COMP}* (GF-COMP))

The body for English specifies that the path must be a chain made up of an in-
definite number of XCOMP or COMP. On the other hand, the bottom can be any

grammalical function except for COMP.
Kaplan and Zaenen used the rule in (13) to explain, among other things, the
contrast of grammaticality in (14).

(14} a. Kevin persuaded Roger that these hamburgers were worth buying.
b. *That these hamburgers were worth buying, Kevin persuaded Roger.
c. Louise told me that Denny was mean to her.

d. That Deny was mean to her Lonise told me (already).

The difference in the grammaticality of the topicalized versions fall quite naturally
out of the interaction of rule (13) and the lexical forms of persuade and fell. Besides
the lexical form involving COMP as in (14¢), fell has another lexical form taking
OBJ instead of COMP, whereas persuade does not have this alternative.

(15) a. *Kevin persuaded Roger the news.
b. Louise told me the story.

It should be noted that the grammaticality of (14d) could not be accounted for
withont the separation of the level of syntactic categories from that of grammatical
functions.

3 How to Implement the Constraints on Long-distance
Dependencies

It is apparent that the schema in (13) does not cover all the possibilities of long-
distance dependencies in English. Moreover, the task still remains of motivating the
choice of the grammatical functions that can occur in the body or the bottom in the
schema.

Let us first consider the problem of extending the coverage of the schema. It can
easily be noticed that the present formulation does not cover the case of preposition
stranding in English.



(16) a. Which country did Juohn schedule a visit to?

FOCUS OBL
h. What subject did Mary show some interest in?
FOCUS OBL

(17) (1 FOCUS) = ([ OBJ OBL OBJ)

The two sentences in (16) require the control equation in (17) which is not covered
by the schema (1 DF) = (1 {XCOMP, COMP}* (GF-COMP)). This is due to the
fact that the current schema takes only the subcategorization of verbs into account.
Rappaport (1983) pointed out that derived nominals do not allow for semantically
unrestricted GFs as their argnments. In other words, SUBJ. O HJ, and OBJ? caunot
be arguments for derived nominals. Another well-known characteristic of derived
nominals is the fact that their arguments are optional. It is not unreasonable to
suppose that these characteristics may lead to different behavior of long-distance
dependencies. As it stands, the schema cannot deal even with non-stranding cases.

{(18) a. To which country did John schedule a visit?

TOPIC OBJ
b. M what subject did Marv show some interest?
TOPIC 0ORJ

(19) (1 TOPIC) = (] OBJ OBL)

These sentences might be taken to suggest that body should also be instantiated
by GFs other than XCOMP and COMP in English. Indeed, besides OB there are
& number of GFs which appear on the path, or the chain of GI's leading up to the
bottom.

(20) a. What was everyone surprised by the news about?
FOCUS OBLag

b (1 FOCUS) = (1 OBLag OBLyyuu OBJ)

(21) a. Whe did John show Mary a picture of?
FOCUS OnJ2

b. (1 FOCUS) = (1 OBJ2 OBLy OBJ)

(22) a. What subject did They go to a lecture on?
FOCUS OBLg.

b. (T FOCUS) = (] OBLg, OBLyy ORBJ)

Not only subcategorizable G¥s, but also ADJ my appear in the position in
question.

(23) a. What did John open the bottle with?
FOCUS ADJ

b. (1 FOCUS) = (1 ADJ OBJ)
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However, it is also clear that we should not indiscriminately extend the range of
GFs allowed for in thiz position. One of the generalizations made by Kaplan and
Zaenen is the impossibility of extraction out of clauses bearing the AT} function.
In our present terms, ADJ cannot accur on a path when the constituent bearing it

is clansal,

(24) *Which picture did they all blush when they saw?
Al

This generalization is attractive since the complex NP constraint hecomes its
particular case. This is because in LI'G every non argument constituent including
a madifier of a noun bears the ADJ function.

(25) a. *Which picture did they deny the fact that they saw?
ATY

b, *Which picture did they count the boys who saw?
AT

Il the range of GFs for body is simply expanded to include ADJ, this generalization
cannot be retained. The difference between ADJ in (23) and that in (24) and (25)
seerus Lo come from the nature of the constituent bearing the function.

There is another phenomenon which suggests that COMP and XCOMP are
the vuly GFs appearing on the path which can correspond to clausal constituents.
The phenomenon is known as the Sentential Subject Condition, which prohibits
cxtraction out of 2 sentential subject.

(26) *What would for me to give up be a pity?
SUnRJ

When the subject is not sentential, extraction is not totally impossible.

(27) a. To which cilies were visils most popular?
FOCUS SUBRJ

b. He is the person of whom pictures are on the table.
TOPIC SUBJ

(Chomsky 1986, p.32)

In {27}, the displaced elements can be taken to control the OBL arguments of the
underlined SURJs,

In view of these facts, we can distingnish between two types of paths. One type
of paths involve clausal constituents, whereas the other type of paths do not. In
LFG terms, clausal constituents correspond to those nuclei that contain SUBJ. The
above facts indicate that SUBJ and ADMJ can appear on the path only when their
f-structures do not contain SURJ. In other words, GFs corresponding to clausal con-
stituents can appear on the path only when they are COMP or XCOMP in English.
Far ease of reference, let us call GFs which correspond to clausal constituents clausal
GFs, and those which do not non-clausal GFs.

As we have seen above, both clausal and non-clansal GFs may constitute paths
in English, although clausal GFs are restricted to COMP and XCOMP. There seems
to be another restriction on the possible GFs forming paths.



(28) a. 77 Which room did John keep [the promise [to clean]]?

FOCUS OBJ COMPF
b. 77" Whe did Mary follow [the instruction [to meet]]?
F'OCus 0OBJ COMP

c. (T FOCUS) = (1 OBJ COMP OBJ)

The control relation involved in {28a,b) is shown in (28c). Compared to examples
(16,20 to 22}, (28a)and (28b) are marginal although the length of the paths in terms
of the number of GFs is the same. The only difference is the occurrence of COMP
in {28c}. We can explain the marginality of (2Ka,b) if we hy pothesize that clousal
(7 Fs must precede non-clausal GFs on the path,

The two restrictions we have considered suggest that the schema in {13} bhe
replaced by the one in (29).

(20) (1 DF) = (7 {XCOMP, COMP}* (GF-COMP)*)

The only apparent alteration is the addition of the + closure symbol 1o the bottom
of the schema. The interpretation by means of suffix strings in (11) remains the
sume. But this alteration holds some implications as we will see below.

First, a path no longer has the two way distinction between body and botiom as
in {12). Rather, it can be broken into twa an h-paths, the first of which is a chain of
clansal GFs and the second one of non-clausal GFs.

(30) (1 DF) = (1 clausal-path non-clausal-path)

Second, the exclusion of SUBJ and ADJ from the set of clausal GFs suggest
the possibility of introducing a universal principle regulating the path. What the
schema in (3(}} represents is a situation in which a greater variety of GI's are allowed
to form paths than in (12). With an adeguate general characterization of GFs, we
might even be able to drop any restriction on such GFs. On the other hand, the
impossibility of having SUBJ and ADJ as path-forming clansal GFs in English and
their corresponding restriction to COMP and XCOMP seem to indicate a more
general principle for path-formation.

Let us consider what this principle will be like so that the schema in {29) might
capture the constraints on long-distance dependencies correctly. First of all, we have
to take heed of the fact that the GF of a constituent in a sentence is often unde-
cided or uncertain (as Kaplan and Zaenen aptly termed) before the whole sentence is
parsed. Long-distance dependencies are a typical case of [unctional uncertainty. In
our present formulation, this uncertainty is captured by the newly introduced com-
plex symbols representing all the possible combinations of CFs for forming paths.
The actual combination for a particular path is progressively determined as the sen-
tence is parsed from left to right. We do not go into the details of this determination
process. But it is not unreasonable to suppose that such successive stages of deter-
mination of the GFs forming the path is synchronized with the identification of the
constituents of the sentence. For example, consider (7c).

(7c) Mary John cluimed that Bill said that Mike telephoned,



When the parsing process has advanced to the point marked by », we have
already identified the main-clause SUBJ (John) and detected the presence ol COMP,
of which that Bill is the initial part. By synchronization, we mean that the control
schema instantiating (20} is activated at this point to register the newly detected
GF as part of the path. If this is the case, we will have a partially instantiated
equation of the form as in (31}

(31) (1 TOPIC) = (| COMP ...}

The dots indicate the still undecided part of the equation. Under this hypothesis,
the partial determinations of the path-forming GFs oceur at certain synchroniza-
tion peints. Then, what would happen if we did not have the Sentential Subject
Condition? If sentential subjects can eontain gapped elements, we would have to
expect a partial determination to occur when the presence of a sentential subject is
detected just as in the case of {7c). Dut the situation would be quite different. For
now partial delerminations sometimes fuil because there are sentences which contain
a sentential subject {or clausal SUBJ) and a COMP,

(32) That John did not show up at the party meant that he had guarreled with
5UBJ COMP

Mary agarm.

By contrast, there are no lexical forms which take COMP and XCOMP as arguments
at the same time. Moreover, the syntactic position of these two GIF's guarantees that
a partial determination involving either of them never oecurs until all the other sister
Gl's have been tested for the gapped element. As the result, partial determinations
involving COMP and XCOMP are free from undoing. In the case of clausal SUBJs,
their syntactic position does not guarantee this.

(33) Who would that John did not show up surprize?
FOCTUS SUBJ X

In (A1), a partial determination would induce the following partial equation.
(34) (1 FOCUS) = (1 SUBJ ...}

But this partial determination has to be undone because the gapped element is not
contained within the SUBJ.

From these considerations, we can hypothesize that the constrainte on long-
distance dependencies have to do with making the parsing process as free from the
undoing of partial determinations as possible. In other words, they serve to make
the parsing process as deterministic as possible,

What of non-clansal GFs? They seem to have a different mode of synchro-
nization. In the case of a clansal GF, the detection of its presence is sufficient for
assuming the presence of the controlled clement (bottom) somewhere within. On the
other hand, non-clausal GFs do not allow this move. This is because non-clausal
GFs forms a nucleus only when its predicate is argument-taking. Moreover, un-
like clausal GFs, non-clausal GFs do not allow their ADJs to be controlled in a
long-distance manner.
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(35} a. John received | frequent visits] from the ghest.
0OB] AD)

b. *How frequent did John receive visits from the ghost?

(36} a. John remembers [the visit of condolence after the fire].
OBJ A

b. *When does John remember the visit of condolence?

5o, it seems that the synchronization of a partial determination with the identifica-
tion of a constituent occurs after the identification of an wrgument-taking predicate
in the case of non-clausal GFs. Even then, we cannot aveid the possibility of un-
doing partial determinations without some restrictions. But the undoing of partial
determinations is far less costly compared with the case of clausal GFs because of
the relative number of elements involved, Moreover, we can keep the cost of undoing
to a minimum, depending on the mechanism of synchrunization. For example, we
can imagine that a partial determination occurs not directly after the identification
of an argument-taking predicate, but after the identification of its argument. This
provision makes partial determinatios free from undoing in the cases (16), (18), (20)
through (23). It is only when an argument-taking predicate ocenrs within another
argument-taking predicate that we have the possibility of undoing,.

(37) Whe did John make [the schedule [of a visit [to the city]]] with?
OBJ OBL OBL

Thus, we have speculated on the nature of a universal principle regulating the
long-distance schema. As we have seen, the fundamental theme is to avojd the
undving of partial determinations, or to achieve deterministic processing of long-
distance dependencies. In the case of clausal GFs, this avoidance js fully complied
with, whereas it is only partially, though in fact almost fully, complied with in the
case of non-clausal GFs. It may be worthwhile to note here that the Wheisland
Constraint follows directly from this speculation.

(38) *Who did Mary wonder what John broke with?
COMP

A wh-island violation like (35) involves a COMP which introduces a second control
equation. Within such a COMP, we could have two controlled elements looking for
their controllers. If the two control equations were aclive inside the same COMP,
we would have the possibility of undoing a partial determination as to a clausal GF,
a clear violation of our speculated principle.

(49) When did Mary wonder what John broke frequently?
COMP

50, we have to conclude that partial determination should not occur after the de-
tection of a COMP which introduces a second control equation. In other words
the first control equation is not active within such a COMP. This situation is to
be countrasted with a case like (40), where the first control equation is temporarily
puspended.



(40} a. [ wonder which violin the xi?njm is tough for her to play _ on

T T

b. *I wonder which [mrmin the j::'aﬁn is tough for her to play
[|

_J_DII. _E_

In (407, the first control equation is suspended within the second one which is intro-
duced by tough. The unacceptability of (40b) can be explained by the unavailability
of the first contral equation until the second one is fully instantiated. It is clear that
(48] should become acceptable if the first contral equation is simply suspended in-
stead of not being active,

(387 Jd_‘h_q did Mary wonder ﬂrﬂ John broke . with _|_'!

It is also moteworthy that the order between clansal and non-clausal GFs is
a direct consequence of the different modes of synchronization. That is, COMP
and XCOMP trigger a partial determination as soon as their presence is detocted,
whereas non-clausal GFs trigger one ouly after the identification of their argnment.
When COMP appears as the argument within a non-clausal GF, it requires a partial
determination at the earliest occasion of its detection, which obviously conflicts with
the suppression of a partial determination until after its full identification.

4 Conclusion

We have seen that long-distance dependencies can be characterized wsing control
equations in LFG. The original idea of Kaplan and Zaenen’s has been shown to be
further extendable by considering parsing processes in natural language. We have
focused on two aspects of their general control schema. One aspect is concerned
with the question of what GI's can instantiate the schema, and the other with their
relative order.,

It has been argued that the schema should be broken into two sub-paths rather
than into body and botltom. We have also suggested that any GF can be part of
a path. These two points follow from our hypothesis that parsing processes tend
to be as deterministic as possible. If this is a universal principle for parsing, it
is straightforward to arrive at the well-known constraints on long-distance depen-
dencies. We have looked at the Complex NP Constraint, the Sentential Subject
Condition, and the WH-island Constraint, We have established that these con-
straints are direct consequences of our hypothesis, i.e. the universal tendency to
make parsing as deterministic as possible, and that they are captured by the control
schema for long-distance dependencies.
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On Island Constraints—A Phrase Structure
Grammar Perspective

HARADA Yasunari

Waseda University

In this article we will consider how the so-called *island constraints™ are to he
incorporated into a phrase structure grammar description of (a {ragment of ) English
Grammar,

“lsland Constraints™ have long been the central issue of generative transforma-
tional studies of English syntax. Although researchers working within unification.
based grammars do not necessarily share this interest, we have to consider what a
possible ‘solution’ to this problem within a plirase structure grammar approach to
syntax might lock like and how it might affect our understanding of the ‘adequacy’
of our research objective. Thus we will define a very small fragment of English,
outline haw unbounded dependencies are to be dealt with in that fragment and then
go on to discuss how ‘island consiraints” are to be guaranteed.

0 Constraint-Unification-Based Phrase Structure
(GGrammar

In & constraint-unification-based phrase structure grammar, syntactic regulari-
ties are to be stated in terms of local phrase structures and constraints obtaining
among feature specifications invelved in a given local phrase structure. Here a
description of a fragment of a natural language such as English or Japanese is de-
termined if and only if we (1) define what objects constitute grammatical categories
in that language, (2) state what phrase structure rules are to be utilized in that
language and (3} specify what lexical items belong to what syntactic category or
categories. As with other recent grammatical theories, we conceive of grammat-
ical categories as bundles of feature specifications rather than non-decomposable
monadic objects. Also, we permit partial specifications of these categories. Thus,
phrase structure rules in our fragment will refer to grammatical categories with very
few feature specifications, which enables us to efficiently state syntactic regularities,

When embedded into an environment where constraint-unification is executed,
our grammar will sanction only the grammatical configurations of (the fragment of )
English defined. Partially specified categories that are mentioned in phrase structure
rules are ‘unified' or matched with more richly specified categories that are assigned
to lexical items. In this way, our grammar determines (1) whether a given string of
words constitute a grammatical sentence (or some other category) of (our fragment
of ) English, (2) what are possible strings in the language defined, and (3) what parse
trees are to be assigned to these strings.



0.1 Categories and features

As an example of how our description of English might look like, we will give you
some typical features together with their intuitive or heuristic ‘meanings’ and pos-
sible ranges of their values. This is of course a very limited subset of features that

are needed to adequately describe the grammar of English.

(0.1.1) pos part of speech {n, v, p, a, det}
PR person and number  {nil, 1s, 25, 3s, 1p, 2p, 3p}
case case {nil, nom, poss, acc}
form verb farm {nil, base, fin, presp, pastp}
preposition {of, at, on, in, for, to}
spec specifier list of categories
subcat  complement list of categories
comp  complementizer list of variables
5eaI semantics sOme expression
gap syntactic gap list of categories
bind variable list of variables

In what follows, categories are designated by a left square hracket (“™) followed
by an indefinite number of fealure specifications separated by commas (“,”) followed
by a right square bracket (“]"). A feature specification is maximally a feature name
followed by its value. However, when the value uniguely determines the name, the
name can be omitted. Also, when the value is nil or a null-list (< =) the entire
feature specification can be omitted. Finally a eategory of the form [pos P, ...,
sem 5] is sometimes designated as P[...]:S. Some examples follow, together with
symbols often nsed in traditional generative literature, Note that traditional symbols
do not necessarily bear as much information as category designations defined hera.

(0.1.2) NP [pos n, subeat < >, gpec < >, sem m’|
o[ |:m’
PP [pos p, subcal < >, spec < >, form for]
plfor]
VP [pos v, spec <[pos n, subcat nil, sem X)>, form fin,

sem love’(X, j')]
v[fin, spec <n[ :X>]:love’(X,j’)
P [pos p, subcat <[pos n, subcat < >, case acc, sem J']>, form on]
p[subcat <nfacc];j*>, on)
V  [pos v, subcat <[pos n, subcat < >]>,
spec<[pos 1, subcat < >, pn 3s|>]
v[subcat <n[ |>, spec<n(3s]>]

0.2 Phrase Structure Rules and Feature Inheritances

Partial specification of grammatical categories enables us to efficiently encapsulate
a greal part of English syntax into the following two phrase structure rules.

(0.2.1) a. specification



Mr — Sp Hd
where spec @ Hd = <Spjspec @ Mr>,
subcat @ Mr = subecat @ Hd = nil,
gom @ Mr = sem @ Hd,
head @ Mr = head @ Hd

b, complementation

Mr — Hd Ct
where subeat @ Hd = < Ctlsubeat @ Mr>,
spec G Mr = spec @ Hd,
semn 0 Mr = sem @ Hd,
head @ Mr = Lead & Hd

Typically these two phrase structure rules sanction the following local phrase
structures, respectively. Note that in English, the length of the value of spec cannol
be more than 1, but the same does not hold for the length of the value of subcat.
However, since an adeqnate exposition of how double object constructions and con-
trol phenomena are to be handled in the framewnrk we have in mind here would
take us too far afield, we will restrict our attention to cases where the length of the
value of subeat is less than 2.

(0.2.2) a. Plspec < =, ...]:5
-
X Plspec <X>,...]:8
b. Plsubeat < >, ...]:8

Plsubcat <X >, 8 X

The constraints or conditions that follow “where” (0.2.1.a,b) are the clauses in
which syntactic regularities are stated, These conditions are called feature inher-
itances. Here an expression of the form “Feature.name @ Category_designator”
refers to the value of the feature designated by Feature_name with respect to the
grammatical category referred to by Category designator. The symbol “=" repre-
sents unification. However, unification here employed disregards the values of bind.
The expression “head @ C1 = head @ C2" is a short hand way of repeating expres-
sions of the form “F @ C1 = F @ C2” with I ranging over head _features, where
head features = {pos, pn, case, form}. Here and in what follows, constants are des-
ignated by names beginning with a lowercase letter and variables and meta-variables
are designated by names beginning with an uppercase letter.

Let us take a very simple sentence such as “John loves Mary” and see how
these phrase structure rules are involved in admitting that sentences like this are
grammatical in English.

First of all we have to remember that in a phrase structure grammar account
of English syntax, all lexical items or words are supposed to be given rich syntactic
information in the lexicon, where syntactic and semantic information concerning
each and every word is stored. For instance, a transitive verh “lave” will be specified
in the lexicon as shown in (0.2.3).
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(0.2.3) loves = v[fin, spec <n[nom, 3s):X>, subcat <n[ace]:Y>|:love’(X,Y)

An expression of the form “Spelling | Category™ asserts that a lexical entry
whose representation is given us Spelling is assigned feature specifications designated
by Category.

Our two phrase structure rules assigns the following parse tree to the string
*John loves Mary™,

{0.2.4) John loves Mary,

vlfin}:love’{(j’, m’)
e

-
T _‘_"‘—-.._‘_\__-‘1_
— o

e T
n{nom, 3s):j’ vifin, spec <n[nom, 3s):X>]:dove’(X, m')
J_._,..—"’Jf’f
John v[fin, spec <n[nom, 3s):X>, nface]:m’

subcat <nface]:Y >]:love’(X,Y)

|

loves Mary

Let's take a look at the local siructure in (0.2.5). The phrase structure rule given
in (0.2.1.b), or complementation, sanctions this local structure.

{0.2.5) v[fin, spec <n[nom, 35l X >]:love’ (X, m?)
v[fin, spec <n{nom, 3s}:X>, n[acc):m’

subcat <nfacc]:Y>ilove'(X,Y)

If we match the three grammatical categories in (0.2.5) against those in (0.2.1.b),
more specifically, v[fin, spec <n[nom, 3s:X>]:love’(X, m’) against Mr, v[fin, spec
<n[nom, 3s:X>, subcat <n[ace]:Y>):love(X,Y) against Hd, and n[acc):m® against
Ct, we see that all the conditions that follow “where” are satisfied. Therefore, the
three categories in (0.2.5) are said to “nnify” with the three categories in (0.2.1.b)
aud complementation is said to “sanction” this local phrase structure. Incidentally,
variable Y in the semantic representation of the transitive verb “love” is bound to or
unified with the constant m’, which is the semantic representation associated with
the proper noun “Mary”, as a side-effect of this unification.

Likewise, the ‘upper part’ of the parse tree in (0.2.4), namely the local struciure
in (0.2.6) is sanctioned by specification in (0.2.1.a).

(0.2.6) v[fin]:love'(j’, m*)

n[nom, 3s];j*  vlfin, spec <n[nom, 3s]:X >|:love’(X, m’)



Here, if we matcl v[in]:dove(j’, m"} against Mr, n[uom, 3s):j’ against Sp, and
v[fin, epec <n[nom, J:A>]love’ (X, m’) azainst Hd, all constraints are satisfied.
Axs above, variable X ju the scmantic representation of the verh phrase is bound to
j', which is the semantic representation of the subject proper noun. The reason a
prepositional phrase canunet be the subjeet of a transitive verb like “loves” is that
its value for pos would be p. thus preventing it from unifyving with Sp in the local
structure involved. Also. & plural noun phrase cannot be the subject here, because
the value of pn with respect to Spis epecified as 3z, rather than 3p.

We have reasons 1o believe that except for constructions that invelve dislocation
of elements. onlv four phrase structure rules, namely complementation, specification,
adjunction and coordination are responsible for almost all English sentence construce-
tions, However, we haove very little, if any, to sav about adjunction or coordination
in this article.

Strictly speaking, our constraint-unification exccutive would not produce parse-
trees as shown in (0.2.1) but rather something like (0.2.7).

(0.2.7) John loves Mary.

v[fin]:love’(j’, m"}

.--"ff.r
n[nom, 3s);j’ v[fin, spec <n[nom, 3s):)">):love’(j’, m")
f//’\ '
John v[fin, spee <nlnom, 3s]:j">, iface]:m’

subcat <nfacc):m’>]:love’(j’, m’)

loves Mary

That is, once unification binds a variable to a constant, all relevant occurrences
of the same variable is bound to that constant thronghout a given representation.
However, if we give parse trees like {0.2.7), the binding process is quite obscured to
readers unfamiliar with our approach presupposed here. Therefore, we will talk as if
parsing is processed bottom-up, and give parse trees the way (0.2.4) is given, rather
than the way (0.2.7) is given.

For brevity, we will omit reference to features such as pn or case in what follows.

1 Unbounded Dependencies in Phrase Structure
Grammar

Unbounded dependencies are gnaranteed through chains of local constraints in
the phrase structure analysis of English we are here considering. The feature gap
plays a central role in this, binding syntacticaliy and semantically the dislocated
grammatical element and the syntactic gap it binds in an unbounded dependency
construction.

Typical examples of unbounded dependencies are sentences such as those in
(1.0.1). Here, however, in order not to complicate our grammar to something overly

- 33 —



loaded with new lexical items or phrase structure rules that are responsible for
Subject Auxiliary Inversion constructions, let us take sentences in (1.0.2). Sentences
in (b) and (d) are added because in our grammar, subjects and objects are treated
quite differently.

{1.0.2) a. what did you see _

k. what do you think that John saw _

(1.0.3) a. [I wonder] who John loves
b. [I wonder] who loves John
c¢. [I wonder] who Mary thinks John loves
d. [I wonder] who Mary thinks loves John

Here, we are presupposing a lexical entry of the following form.
(1.0.4) thinks |= v[fin, spec<n[ ]:X>, subcat <v[fin):Y>]:think’(X,Y)

For the (embedded) sentences in (1.0.2) our grammar will assign the following
parse trees. Explanations of what these symbols in the diagrams are supposed to
mean will follow shortly,

(1.0.4) [I wonder] who John loves
wonder’(speaker, <Y >,love’(j’,Y))

v[fin, comp <Y >)love'(j’,Y)

n[bind <Y>]:Y v[fin, gap <n[ :Y>]:love'(j",Y)

who n[ :§’  v[fin, spec <n[ |:X>,
gap <n| :Y>):love(X,Y)

John loves



{1.0.5) [I wonder] who loves John
wonder'speaker, <X >, love' X, "))

vlfin, comp <X :love'(X,j")

/.-"'rﬁ""'--q,,_‘___
- x"“-.
n/bind <X>]:X v{fin, spec <nf |:X=)dove'(X,j")
ﬂ/\
who vifin, spec {n[ X,

subcat <nf Y= ]:love'( X,Y) |

| |
loves John

(1.0.6) [I wonder] who Mary thinks John loves
wonder’(speaker,<Z>, think’(m’, love’(j’, 7))

v[fin, comp <Z>]think(m®, love'(j*,2))

o~
/ ‘hh“‘“"\..

nfbind <Z>|:Z v[fin, gap <u[ |:Z>]:think{m’, love'(j*,2))

who v[fin, spec {n[ ]:X>, gap <af :Z>]
[ :think(X, love'(j*,2))

Mary  v[fin, spec <n[ :X>, v[fin, gap <u[ |:Z>]
subcat <v[fin]:P>] dove'(j*2)
:think![ij}
thinks o[ :j* v[fin, spec <n[ |:Y>,

gap <n| |:Z]>)love'(Y,2)

|

John loves
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{1.0.7) [1 wonder] who Mary thinks loves John
wonder’{speaker,<Y >, think’(m’, love(Y,j'1})

vifin, comp< Y > ]:think{m’, love (Y, j'))

f""ﬁﬂh\"\a
.--""'H-F’ ‘“"-,.\__‘
n[bind <Y>]:Y v[fin, gap <nf ]:Y>]:think’(m’, love’(Y, j’))
I -H""-.._‘_
e
who o[ :m’ v[fin, spec <n[ |:X>, gap <n :¥Y>]
i Ahink*(X, love'(Y, "))
[ _,_..--""'FF E"“-u.,_k
Mary  v[fin, spec <n[ }:X>, v[fin,
subcat <vlfin, spec <n| ;Y>]:P>, spec <n[ Y]
gap <u[ :Y>]:think{X,P) dlove’(Y, %)
-‘-\\-_-_‘-‘\-‘
thinks v[fin, spec <n[ :Y>, of J:§’

sebeat <nf :Z]>]love’(Y,Z)

loves John

1.1 Binding Features

The feature gap takes a list consisting of grammatical categories as its value and
propagates information concerning the existence of syntactic gaps through a parse
tree. This feature is equivalent, for the most part, to the feature called slash in the
previous GPSG and/or HPSG literature. Note incidentally, that binding between
semantic representations of dislocated elements and variables that appear in the
remantic representations of gaps they bind is also achieved as ‘side-effects’ of unifi-
cation chains, The feature bind takes a list of variables as its value and propagates
information concerning semantic variables of relative and interrogative construc-
tions. This feature is somewhat similar to the feature wh in previous GPSG studies.
These two are called binding features.

(1.1.1) bindingfeatures = {gap, bind}

Binding feature inheritance states local constraints obtaining among values of
binding features with respect to grammatical categories involved in a given local
phrase structure. In general, the following condition holds in all loeal structures
where binding features are not bound.

(1.1.2) binding feature inheritance

Mr — C1 C2
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where F @ Mr=F @ 1+ F@C2
if F £ binding features

[lere “4+" designates a list operation not unlike concatenztion. For instance, < >
=< >+ <>, <X>=<X>+ < > <X> =< >+ <X> and so on. However, non-
distinet elements are merged rather than repeated. Thus, <X> = <X>» + <X=>,
<X|Y>» = <X> + <X|Y> and so on. Typically (1.1.2) sanctions local structures
of the following forms, among others,

(1.1.3) a. [gap <X>]
-
[gap <X>] [gap < >]
b. [pap <X>]

[gap < >] [gap <X>]

c. [bind <X>]

[bimind < >

d. [bind <X:>]
[btﬁ?f: :]\‘rﬁind <X>]

Earlier we mentioned that our unification disregards the values of bind. In fact,
we have reasons to believe that something like {1.1.4) really captures how bind and
gap are ioherited with respect to complentation and specification. Consideration
of how constructions involving double wh questions and parasitic gaps along with
violin-sonata sentences are to be admitted in our framework would lead to the these
formulations. However, an adequate explanation of these would justify another
article. Thus, we assume simpler inheritance conditions as given in (1.1.2) in the
discussions that follow,

(1.1.4) an alternative formulations of phrase structure rules
{Here “@" designates concatenation.)

4. complementation
Hsubcat L1, gap L2@L3, bind L4§L5)

Hfsubcat <Clgap L6]|L1>, gap L2, bind L4] C[gap L6¢L3, bind L5)
b. specification
H[gap L1&L2, bind L43L5, comp LEGLT]

Clgap L1, bind L4L6] H[spec <C>, gap L16L2, bind L5¢L7)



1.2 Lexical Rules

Lexical rules assert regularities that hold among lexical entries. To take a trivial
example, given an infinitival form of & verb, we can ‘predict’ rather safely that a
third person singular form of that verb exists, whose spelling is obtained by adding
an “s" at the end of the spelling of the infinitival form with some orthographical
modifications. Thus, something like (1.2.1) will be part of the lexicon (and grammar)
of English.

(1.2.1) third person singular lexical rule
Vs k= [fin. spec <nluom, 3s]>] if V = [inf, spec <n[ ]>]
where Vs tpsf V

Here, “if” is a relation obtaining among two lexical entries. An expression of
the form given in (1.2.1) states that a lexical entry that appear on the left-hand
side of “if” exists in the lexicon if a lexical entry that appear on the right-hand
side of “if" exists in it. All feature specifications including spellings and semantic
representations that are not explicitly stated in the rule are the same between the
two lexical entries. In the example given in (1.2.1) “tpsf” is to be construed as a
binary relation that holds between an infinitival form representation of a verb and
its third person singular form representation.

Some lexical rules play an important role in our analysis of unbounded depen-
dency constructions. For instance, (1.2.2) is indispensable,

(1.2.2) gap introduction lexical rule
v[subeat < >, gap <n[ ]>]if v[subcat <n[|>, gap < >

In the fragment defined in the previous section, “loves™ is specified as a transitive
verb, occurring in environments immediately preceding a noun phrase. However, as
classical arguments show, they appear without apparent object noun phrases in an
unbounded dependency constructions. Thus, only (b} is ungrammatical in (1.2.3).

(1.2.3) a. John loves Mary.
b. *John loves.
c. Mary, John loves,
d. Jane, Mary thinks John loves.

Given a lexical rule of the form in (1.2.2) and a lexical entry of the form in {0.2.3)
we obtain the following lexical entry, which is involved in the sentences {1.2.3.c,d).
(0.2.3) loves |= vfin, spec <n[nom, 3s]:X>, subcat <n[acc]:Y>]:love’(X,Y)

(1.2.4) loves |= v[fin, spec <n[nom, 3s}:X>, gap <n] :¥>]dove’(X,Y)

Note that the lexical rule in (1.2.2) explicitly refers to subcat. Thus, (1.2.5) is
not part of English lexicon.

(1.2.5) (this is not part of English lexicon)
loves |= v[fin, gap <n[ ]:X>, subcat <n[ :Y>]:love'(X,Y)



Then what about sentences like (I.D.E.d].
(1.0.2.d) [I wonder] who Mary thinks loves John

Here, following the analysis of Gazdar (1981) we assume the following lexical
rule.

{1.2.6) subject extraction lexical rule
v[subeat <v[fin, spec <n[ :X>]>, gap <n [:X>]
il v]subcat <v[fin, spec < >, gap < >|>|

Since we have a lexical entry of the form in (1.0.3), a lexical entry of the form
in {1.2.7] is obtained if we assume that “thinks” is a legitimate input to this rule.

{1.0.3} thinks E v[fin, spec<n| |:X>, subcat <v[fin]:Y>]:think(X,Y)

(1.2.7) thinks |= v|fin, spec<n| |:X>, subcat <vl[fin, spec <n[ |:Y>|:Z>,
gap <n| :Y>]think'(X,2)

1.3 Binding

We first saw how information regarding the existence of gaps are to be propagated,
and then introduced lexical rules that introduce gaps. (The bottom- up expressions
are intended only as a means of facilitating the understanding of the readers.) What
remains to be discussed is how binding is achieved.

We have to take into consideration two kinds of binding. Topicalization is syn-
tactic binding of syntactic gaps, whereas complementization iz binding of semantic
variables.

1.3.1 Syntactic Binding

Information concerning the existence of syntactic gaps has to be somehow resolved or
bound in some local phrase structure. The following phrase structure rule sanctions
local structures where this binding takes place,

{1.3.1.1) topicalization
Mr — Bdr Hd
where gap @ Hd = <Bdrjgap @ Mr>,
subecat @ Mr = subcat @ Hd = nil,
spec @ Mr = spec @ Hd = nil,
sern @ Mr = sem @ Hd,
head @ Mr = head @ Hd

In this local structure, binding occurs with respect to gap @ Bee. Therefore,
binding feature inheritance does not hold in this local structure with respect to gap
@ Bee and gap @ Mr. The relation among them are explicitly stated as a constraint.

Graphically, the following structure will show what topicalization is all about.
{1.3.1.2) Plgap < >, ...]:8

X Plgap <X>,...]:8
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This will sanction sentences like (1.3.1.3).

(1.3.1.3) Mary, John loves

[ Hove'(j?, m’)

T

,..-"ff -HH""‘“--.,__
o[ J:m’ vigap <uf |:X>]
T
7 \"‘“
Mary n{Ji" vigap <n[ ]:X>, spec <n[]:Y>]
|
John loves

1.3.2 Semantic Binding

Besides syntactic binding of gaps, we have to take into consideration semantic bind-
ing of variables that oceur in a relative or interrogative constructions. We call this
complementization.

(1.3.2.1) complementization
Mr — C1 C2
where comp @ Mr = bind @ C1,
gap @ Mr = nil

Here, since binding occurs with respect to bind @ C1, binding feature inheritance
does not hold between bind @ €1 and bind @ Mr,
Graphically, (1.3.2.2) will tell you what this is all about.

(1.3.2.2) [comp X, gap < >, bind < >,...]
[bind X, ...] [gap < >, bind < >, ...]

Although we give this as a phrase structure rule, or constraints obtaining among
feature specifications invelved in a local phrase structure, it can never ‘stand alone’,
Complementization concurs with topicalization and specification. Or, we can think
of complementization as unifying with other phrase structure rules.

(1.3.2.3) complementization unified with topicalization
Mr — Bdr Hd
where gap @ Mr = nil,

gap @ Hd = <Bdr>,
comp @ Mr = bind @ Bdr,
sem @ Mr = sem @ Hd,
head @ Mr = head @ Hd,
subcat @ Mr = subcat @ Hd = nil,
spec @ Mr = spec @ Hd = nil



(1.3.2.4} [ wonder] who John loves

vlfin, comp<Y>|:lov'(j",Y)

nlbind <Y>):Y  ¥[fin, gap <nf :Y>[lov(jY)

| TN

who n |:j*  v[fin, spec <n[ X,
gap <nf ['Y>]lov’(X.Y)

.]r:;.hn loves

(1.3.2.5) complementization unified with specification
Mr — S5p Hd
where spec @ Hd = <Sp|spec @ Mr>,
comp @ Mr = bind @ Hd,
gap @ Mr = gap @ Hd = nil,
gem @ Mr = sem @ Hd,
head @ Mr = head @ Hd,
subcat i Mr = subeat & Hd = nil

(1.3.2.6) [I wonder] who loves John

v[fin, comp <X>]:love(X, ")

n[bind <X>]:X v[fin, spec <n[ :X>]love'(X,j")

who v[fin, spec <n| X>, SRH
subcat <n| :Y>|:love'(X,Y)

loves John

2 Island Constraints

In this section we will consider how the so-called “island constraints” phenomena
are to be guaranteed in a phrase structure grammar description of English.



2.1 Examples

What follows are some typical ungrammatical sentences exemplifving island con-
straint vielations,

(2.1.1} complex NP constraint
a. *[I wonder| which book John met a child who read _
b. *[I wonder] who John believes the claim that Mary loved _
wh-island
¢. *which book did you wonder who bought _
subject condition
d. *who did a story about _ surprise you

The ungrammatical examples (2.1.1.a) and (2.1.1.c) both violate the condition
that gap @ Mr = nil in local structures where complementization is to take place.
We will discuss this point shortly.

It is difficult to account for the ungrammaticality of (2.1.1.b) from our point
of view, because with respect to local structures involved, it is quite similar to the
sentence in (2.1.2), which is grammatical,

(2.1.2) [T wonder] who John believes that Mary loves _

This disparity could be explained from a cognitive point of view. See Hasida's
article in this volume for detail.

Our simpler grammar with binding feature inheritance as stated in (1.1.2) would
admit those strings as given in (2.1.1.d), although sentences like {2.1.3.a) would be
disallowed simply because our gap inheritance lexical rule specifically refers to subcat
rather than spec in the input category. However, if we assume phrase structure
rules as given in (1.1.4), sentences like (2.1.1.d) are disallowed while sentences with
parasitic gaps within subjects could be allowed.,

(2.1.3} a. *Who did John think that loves Mary?
b. Kim wondered which authors reviewers of always detested.

[GKPS: p.163]
(2.1.4) Kim wendered which authors reviewers of _ always detested __
vlfin, gap<n[ :X>]
nlgap <n[ :X>] v[fin, spec<n[gap <u[ :X>]:Y>,

gap <n[ :X>]

n[subcat <p[ }:Z>] plgap <n| }X>]

reviewers of always detested
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A reasonable explanation of how this is achieved will take us too far afield,, so let’s
suffice it to say that in the “top’ local phrase structure in (2.1.4) where specification
takes place, the relations in (2.1.5.a) hold among values for gap with respect to the
categories involved, which satisfy conditions stipulated in {1.1.4.b), namely those
conditions given in {2.1.5.h).

(2.1.3) a. gap @ Sp = gap @ Mr = gap @ Hd = <n[ :X>
b. gap @ Sp = L1, gap @ Mr = gap @ Hd = L1&L2

2.2 Constraints on Complementization

Thus we have to show how examples (2.1.1.a) and (2.1.1.c) are to be disallowed. For
hrevity of exposition, however, we will consider (2.2.1.a) and (2.2.1.b) instead.

{2.2.1) a. *{I wonder]| which boy John met a girl wha loved
b. *[John asked me] which boy Mary wondered who loved

The following treatment regarding syntax and semantics of relative constructions
are quite informal, inadequate, and inaccurate. However, since our concern here is to
show how island constraints are to be effected within a phrase structure account of
English, any attempt to rectify this defect iz bound to grow into something grossly
oul of proportion. Thus, let’s simply assume that relative clauses are sanctioned
through the following phrase structure rule. Here, all semantic representations are
nothing more than notational junks, but if you would try to take the expressions of
the form “gg(...)" as generalized guantifiers, you will see what I have in mind here.

(2.2.2) adjunction 1
n| Jigq(Qnt, X,P1AP2) — n[ |:gq(Qnt,X,P1} v[comp <X>]:P2

This phrase structure rule is responsible for the following parse trees, among
others.
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(2.2.3) a girl who loved John
ggla’ X, girl’ (X} A love'(X, "))

n[ J:gqla’, X, girl’(X) A love'(X, j%)

.-r""”'ﬂr"
n[ :gq(a’ X, girl (X)) vicomp <X>]:love'(X,j")
-
det[] n[spec <det[ :Qnt>] nlbind <X>] v[spec <n[ J:X>]
At gg(Qut,X, giel’(X)) X dove’(X, j")
a girl who vispec <n[:X>,  nf |’
subcat <n| |:Y>|
love'(X,Y)
loved John
(2.2.4) a girl who John loved
ga{a’ X, gir’(X) A love'(j*, X))
uf J:igq{a’ X, girl(X) A love'(j’, X))
o Jiza(a’,X, girl’ (X)) v[comp <X>]love'(j",X)
det[] n[spec <det[ :Qnt>] n[bind <X>] v[gap <n[ :X>)
@’ pg(Qnt, X, girl(X)) X love’(j" X)
a girl who n[ ]:j’ v[spec <n[):Y>,
gap <n[ :X>]
love'(Y,X)
John loved

In order to see how (2.2.1.a) is disallowed, let’s take a look at the following parse
Lree.
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2.2.5) *[I wonder] which boy John met a girl who loved
g

*v[comp <X>, gap <uf ]:'Y>]:love'(X,Y)
_'_'_,-"'-

—
n[bind <X>]:X v[spec <n[ :X>, gap <n[ ]:Y>dove'(X,Y)

|

who loved

If this structure is to be admitted, complementization along with specification
must be involved. lHowever, since gap @ Mr is not nil, this is disallowed.
Likewise, cimbedded questions are assigned parse trees as shown in (2.2.6).

{2.2.6) Mary wondered who loved John
wonder’(m’, <X, love'(X, j"))

vifin]:wonder’(m’, <Y, love'(Y,j'})

nf J:m’ vlfin,spec <nf |:X>]iwonder{X, <Y >, love'(Y, ')

Mary  v[finspec <n[ :X>, v[fin, comp<Y>]love(Y,j")
subcat <v[comp QJ:P>]
:wonder’{X,0,P)

wondered n[bind <Y>]Y v[fin, spec <n| |:Y>]
love(Y, )
who v[fin, spec <n[ ]:¥>, n[]:j?
subcat <n[ [:Z>]
Jdove(Y,Z)
loved John

Here we assume the following lexical entry.
(2.2.7) wondered |= v[fin, spec<n[ :X>, subcat<v[comp Q:P >):wonder’(X,Q,F)

The ungrammaticality of (2.2.1.b) can be easily understood if von look at the
following local phrase structure.



(2.2.8) *{John asked me] which boy Mary wondered who loved
*vleomp <Y > gap <ol Z>]:love’(Y,7)

T
n[bind <Y>]Y  v[spec <n[ :Y>, gap <a [ Z=:love’(Y,7)

who loved

Here again, we would like to have complementization along with specification,
but this is not permitted since gap @ Mr is nat nil.

3 Concliding Remarks

Phrase structure grammar descriptions of natural languages as shown above is not
developed with giving explanation to the so-called “island constraints” as its cen-
tral objective. It is a monostratal and unification based theory of grammar, with
a particular interest in giving a reasonable account to the fact that humag beings
rapidly and easily understand and produce utterances of a given natural language,
Unlike transformational grammars, a strict dichotomy of competence and perfor-
mance is not a theoretical prerequisite in constructing theories of grammar in our
framework, although we could argue whether a given phenomenon fall within the
realm of competence or performance, in the sense that the former is to he thought of
as a static characterization of human linguistic capacity, whereas the latter should
involve dynamic aspects of this. It is to our advantage that we have real means to
consider how these two are related to each other.

Our condition on complementization to the effect that gap @ Mr be nil is in
a sense just a notational variant of FCR 20: ([SLASH)&([WH]) in GKPS pp.153-
155. This feature cooccurrence restriction states, figuratively translated in everyday
prose, that grammatical categories that are commanded by a wh-phrase cannot
have gaps in them. This is in a sense what wh-island constraint is all about, Our
constraint on complementization is, descriptively speaking, no different from this
statement. However, we might try to predict what sort of local structures are more
likely to be excluded in a given language by introducing a measure of processing
complexity to our theory, while feature cooccurrence restrictions can in principle
state any sort of stipulations.

Thus, our fragment of English utilized four category-valued features. Let us
informally define the notion “operative in a given local phrase structure” with respect
to these four category-valued features.
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(1.1} operative in a local structure
In the following local structures (a) and (b), F is operative.

. " V1, i)
T~
[FV2, R X
where length{V1} «< length{V2)

b.  [FVI,R]

",.-’ﬁ‘\

X (F vz, i)
where length(V1) < length({V2)

Typically subcat is operative in complementation, spec in specification,gap in
topicalization, bind in complementization. Note that complementization concurs
syntactically with specification and topicalization. In these local structures, two
category-valued features are operative. It is natural to assume that in performance
processing of these structures is heavily loaded, thus dis lowing inheritance of non-
null values of gap between the head and the mo her. Although this point has to be
further attested through other than mere s eculations, this account is not unlikely
to hold.

We notice that the following ordering relation hold among the four category-
valued features introduced in the fragment above.

(3.2) subcat < spec < pap < hind

Here the expression “F'1 < F2" states that in a local phrase structure in which
F2 is operative, F1 @ Mr iz to be nil. Note that since lexical rules do not involve
phrase structures, this ordering is irrelevant in their application. If we incorporate
this ordering into our theory of grammar, phrase structure rules in our grammar will
be stated in much simpler forms. Finally, this relation seems quite natural if we take
into consideration pre-theoretic significance of these features, that is subcat must be
locally processed, or bind is semantically salient and so on. In this way, grammatical
constraints might be in part or whole translated into processing complexity of a given
configuration.
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A Cognitive Account of Unbounded
Dependency”

Hasida Koiti
Institute for New Generation Computer Technology

1 Introduction

The purpose of the present article is Lo account for syntactic constraints on some
aspects of unbounded dependency (UBD hereafter) phenomena, by means of a
computational model. A computational madel is described in terms of formal
operations on formal structures. An explanalion based on such a model ascribes
the phenomenon in question to some computational propertics of the model; ie.,
such properties as computational complexity with regard to hoth space and time,
accessibility to some parts of memory, and so forth. A major advantage of this sort
of computational approach is that it can exploit dynamic aspects of the phenomena,
such as temporal order of processing and structural ambiguity arising dynamically
in the course of comprehending or producing utterances.

Linguistics, by contrast, has paid little attention to those aspects and has limited
itself to investigation of characteristics of langnage which could be talked about in
static terms. To say that S-structure is derived from D-structure, for example, does
not imply that the former chronologically precedes the latter. In fact, many linguistic
{especially syntactic) phenomena can be understood without referring to ambiguity,
processing order, ete, This is partly why linguistics has seen its successes.

Nevertheless, languages have some properties essentially stemming out of dy-
namic features of language processing (or perhaps of a more general cognitive pro-
cesser, after Piaget). Our main concern here is with such dynamic aspects of lan-
guage. In what follows, we shall first touch upon some cognitive viewpoint applied
to several types of island phenomena, showing that seme significant part of linguis-
tic account is reducible to processing terms. lI'nrther shall we go on to demonstrate
that a dynamic approach can elucidate some phenomenon, the noun-complement
case of the complex noun-phrase constraint, which is unlikely to be explicable in
static terms of traditional syntactic theories.

2 Static Account

Consider the (non ) sentences below, which involve UBD constructions; the sub-
scripts ¢ and j indicate coindexations.

(1) Who; [s, do [np you] [vp[v believe] [s; that [s, she loves ¢]]])?

A slightly different version of this ;a.per appeared in the Proceedings of COLING'88 under the
same title,



{2} *What; did vou see the girl [53 wha [y, ate |7
{3) *What; do vou wonder who ate 7
{(4) *Who, do you wonder what; I gave ¢; to ¢!

{5} *Who, did a story about ¢; surprise vou?

T'he grammatical status of these strings is understood without referring to dynamic
terms such as temporal processing order, structural ambignity, etc. Let ns see how.

2.1 Constraints about Dislocated Elements

The syntactic operations of English we will pay attention to in the following dis-
cussion are what we might call complementation, specification. adjunction,
binding, and passing, cach of which takes place in a branching local tree. Com-
plementation is to associate an object with its head. In (1), for instance, a com-
plementation takes place in the local tree consisting of VP, V, and 5{; the mother,
the head, and the object, respectively. Specification attaches a specifier to the head:
e.g., the subject of a sentence to VP (or to [P in the recent transformational theories
(Chomsky 1986)). An example of complementation is the local tree expanding Sp
in (1), where the specifier is the subject NP. Adjunction assaciates an adjunct with
the head; e.g., an adverb with VP, and a relative clause to NP. Binding is to bind a
dislocated element (see next paragraph), associated with a syntactic gap, to its
antecedent (e.g., a WH-phrase such as whe and on whick day). For instance, the
dislocated element associated with ¢; gets bound by Who; in the top local tree of
(1) above. Passing is to pass a dislocated element between the mother category and
some of the daughters. In the local tree expanding VP in (1), the same dislocated
element is passed between the mother (VP) and the complement daughter {(5}).

Thus, binding and passing are both operations on dislocated elements. By a
dislocated element, we refer to a token in mental representation which syntactically
corresponds to several positions in a sentence; Typically, there are two such posi-
tions, the filler and the gap, the former being often called the antecedent of the
latter. For instance, there is a dislocated element appearing as Who; and as ¢ in
(1). Different approaches to syntax assume a dislocated element to additionally
correspond to different sets of positions between the filler and the gap. In general,
transformational grammars tend to postulate fewer such positions than do phrase-
structure grammars (P5Gs, hereafter, which include, among others, GPSG Gazdar,
Klein, Pullum, and Sag 1985) and HPSG (Pollard 1984, 1985) or LFG (Bresnan
1982). Also, these theories assign different status to dislocated elements; Transfor-
mational grammarians talk about them as if they move through sentence structure,
while the others assume they are simply associated with grammatical calegories, via
such means as the SLASH feature.

Such differences among various approaches to syntax, however, is irrelevant to
the discussion in the rest of the papaer. We shall exploit no hypothesis specific to any
of these syntactic theories, so that our discussion will be neutral across them. We
will borrow some useful terminology and metaphors from specific grammar theories,
but that is only for explanatory ease, and should not be taken to be any commitment
to any of such approaches. The above description of passing, for instance, reads as
if a dislocate element were part of grammatical categories, and hence might well
remind the reader of PSGs. This by no means implies that we should abandon
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transformational accounts in favor of PSGs. Although PSGs are neutral with respect
to the temporal order of processing, incidentally, we shall sometimes talk about
passing as Lhe dislocaled element going [rom the molher to & daughler, rellecting
the temporal arder of actual sentence processing; of. transformational grammarians
talk about movement as if a dislocated element goes along the opposite direction.

2.2 Explanation

Now let us resuine the problem. The distribution of grammaticality over (1} through
{5} is acrounted for if we assume the following constraints on the syntactic structure
of English.

(6] Passing of a dislocated element is permitted only between the mother and the
head danghter or hetween the mother and the complement danghter.

(7) Passing of a dislocated element and binding of another cannot take place simul-
taneously in one local iree,

In (1), every passing obeys this constraint. For instance, passing the dislocated
element bound by Who, into 5] and passing it into §; are both 0.K., because 5] is
the complement of know and 5, is the compiement of that (irrespective of whether
vou might employ a transflormational account or such theories as GP5G, HPSG, and
LFG.).

However, (2} violates (6} and (7). First, the dislocated element bound by What;
is passed into 5%, which is not a complement but an adjunct of girl: i.e., a violation
of (). Second, the same dislocated element is passed into VP; where another
dislocated element gets bound by who, causing a violation of (7). Similarly in (3)
and (4), passing and binding co-occur at the local trees introducing whe and what;,
respectively. violating (7). (5) is blocked by (7), because of the passing into the
subject a story about ¢g: i.e., the specifier of INFL (in the transformational account)
or of VP (in theories like GPSG, ete.).

2.3 Cognitive Aspects of Constraints

The explanations about such phenomena proposed in contemporary linguistic in-
quiries, especially the accounts in terms of barriers (Chomsky 1986), may he
roughly regarded as formalizations of the idea sketched above. This line of rea-
soning is in turn attributed to processing terms, when viewed from the standpoint
of cognitive science. The background intuition is that the extent of processing load
imposed by a syntactic operation varies from one type of operation to another, and
that there is an upperbound on the total processing load for constituting one branch-
ing local tree. On account of this, the reason why passing tend to be blocked under
the certain sorts of eircumstances would be that it is an expensive operation and
thus is hard to perform together with other expensive operations such as adjunction
or binding.

The processing load for carrving out various syntactic operations could be fur-
ther reduced to more fundamental aspects of information processing. Consider, for
instance, why specification and adjunction should be harder than complementation.
The reason seems to be that complementation is lexically licensed and is head-initial
(the current discussion is limited to English); i.e., the oceurrence of a complement

_52.



licensed by the lexical entry of its head and thus ig predicted from the occurrence of
the preceding head., On the other hand, the oceurrence of a specifier or of an adjunct
1s harder to predict, because the former (though lexically licensed) precedes its head
and the latter is not lexically licensed by the head. Passing and binding of disla-
cated elements are also considered to be non-lexical operations, though there are a
few exceptions involving, for example, the so-called tough adjectives, as indicated
by the following sentence,

{8} [Which violin], is [Lhis sonataj; [ap easy to play ¢ on ¢]7

The difference between (4) and (8) is that the binding of the dislocated element
carrying index 7 is lexically licensed in the latter but not in the former. In (8),
the binding in effect occurs at the local tree expanding AP, where this binding is
sanctioned by the lexical entry of ensy. This is why {8) is grammatical despite (7);
fe.. the lexically licensed binding is not an expensive operation, so that it does not
play the same role as ordinary binding would play in regard of {7}

Note that Lhe processing load con cerning the examples we have discussed so far is
defined within a single sentence structure rather than by taking structural ambignity
into aceount. This is why the traditional syutactic approaches are able to capture
some of such aspects of langnage: in principle, properties of a single structure can
be characterized in static terms.

3 Dynamic Account

However, the abave static approach cannot by itsell explain some UBD phenomena,
especially the so-called Complex NI' Constraint {originally termed by Ross (1967))
observed in the examples that follow.

(9) *Who; do you believe (e [Np, the claim] [srthat [s she loves «;]])?
(10} *What; did you propose a plan [vp to buy ¢]?

In (9), 85 is the complement of elaim. Hence the dislocated element bound by Whe,
should be permitted to be passed into 85 without violating (6). Similarly, VP (or
CP, in the transformational account ) in (10) is regarded as the complement of plan,
so that the dislocated element bound by What; should be able to pass through, (6)
and (7) being respected. Hence the static account, in the previous section provides
no reason why these examples should he ungrammatical. It is considered because of
essentiully the same sort of difficulty that Chomsky (1986) leaves unexplained this
type of island effect.

3.1 A Model of Language Processing

Now then let us turn to dynamic aspects of language processing. and consider what
kind of syntactic structures a human hearer should have built and tentatively main-
tains when that in (9) is encountered. As a basis for this investigation, we adopt the
following postulates about human language processing.

11)  a. When a word is encountered s 1t is attached to structures reviously built,
P

giving rise to new structures. Even when several possible wayvs of attach-

ment are acknowledged, the processing is not postponed, but as many



new structures corresponding to those ways of attachment are made in
parallel.

b. There is a limitation on the size of the memory for storing these structures,
and thus it is impossible to retain all the structures potentially sanctioned,
Crady structures activated strongly enough can survive the competition for
seats i1 the limited memory.

I'rom (11) plus some minor hypotheses, a general processing model follows, which
describes both sentence comprehension and generation. This model postulates that
just after any word @ is encountered, every maximal structure of the sentence cur-
rently hypothesized in mind should look approximately like the part enclosed within
the curve in {12).

(12)

Here every branching local tree is assumed to be binary, without loss of generality.
Ay and 5 may be identical, and the short-term memory contains the information
about 4;, H; (1 = 1 = d), and A, plus the informatin about the configuration of
these calegories relative to each other. Nole thal, as a whole, enough information
is thus retained to control the grammaticality of the way the foregoing context fits
the reat of the sentence; Those categories are the points on which the currently
hypothesized structure has contacts with the still unknown part of the sentence.

Strictly speaking, the picture shown in (12} should be looked upon as a very
rough approximation of the reality. That is, the part of the sentence structure
enclosed in the curve might contain some variable parts, rather than being totally
definite. Suppose, for instance, that a sentence begins with a noun phrase, say
This man. The entire tree structure of this NP should be completed as soon as
man is encountered, but its grammatical case would not be uniquely determined
vet, because the sentence as a whole might turn out to be something like This
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man, | dent know, rather than This man 15 crazy; The initial NP is accusative
in the former sentence, and nominative in the latter. In the following discussion,
however, we shall merely exploit very rough properties of the model, so that such an
inaccuracy is considered irrelevant. Readers are referred to Hasida (1985) for how
this model is obtained and what it predicts, which the limited space of the current
article fails to cover.

3.2 Explanation

Let us turn back to (9). According to this model, when that is encountered while ()
is being comprehended, the right-branching structure covering the string from Who;
through claim has been nearly completed and the most active structure around that
should look like (13}, Mere arise two pieces of independent two-way ambiguity, as

(13) }{!
P
- ™
A S
NP, A
A
AN /
LN
the claim Comp

that

listed below, concerning how this structure might potentially grow.

{14)  a. Thatis a relative pronoun.
b. Thatis a conjunclion.
{15)  a. 55 conlains a gap bound by What;.
h. 5% does not contain a gap bound by What;.

The combination of (14a,b) and (15a,b) gives rise to local structural ambiguity
encompassing four hypotheses: (14a&15a), (14ak 15b), (14bk15a), and {(14b&15b).

Since (16), an instantiation of (14ad:15h), is clearly OK, what we have to show is
that out of these four hypotheses just (14ak 15b) and (14b&15b}) enter the grammar
to be acquired.

(16) Who; did you tell ¢; the fact that; he knew ;7

Henee now let us consider why (14al15a) and (14b&15a) are rejected. We pay
atlention to the behavior of dislocated elements, as we did in the static approach.
Two dislocated elements are relevant to the grammatical status of (9). The first
one, which is bound by that, corresponds to the possibility {14a). Let us refer to
this element as er. The other dislocated element, the one bound by What;, is present
iff (15a) obtains. We shall call it 8.

The status of (14a&15a) is parallel to (2). (7) rules out this possibility imme-
diately, because it postulates that the local tree expanding 8 accommodates both



the binding of o by that and the passing of § into S3. As for (14bd 15a), however,
(7) as it is fails to work.

We need some preparation before tackling why {14b&:15a) is rejected. (7) says
that two distinct dislocated elements, one passed and the other bound, cannol simul-
taneously take part in one local tree. As mentioned above, the cognitive-scientific
motivation for the constraints (6) and {7 is thal the mental grammar does not admit
4 rule whose execution accompanies oo severe processing load. On account of this
motivation, (7} is naturally generalized simply by abandoning the hitherto implicit
presupposition that just a single consistent structure of the sentence is talked about
al one time, That is, we hold:

{17} The graunmar excludes a local tree which involves two distinet dislocated ele-
ments in two different manners, binding the one and passing the other, at the
same lme, irrespective of whether the (wo dislocated elements appear in the
same coherent struclure of the sentence.

The esszential difference between (7) and (17) is that the latter can simultaneously
mention several hypothetical structures of the same sentence. That is, (17) does,
bul (7) does not, outlaw a local tree construction which subsumes two distinct local
hypothetical structures one of which involves a dislocated olement being bound and
the other of which another dislocated element being passed.

Note that it is not a trivial matter whether a local tree in ome hypothetical
structure and another local tree in another hypothetical structure are the same local
tree to which (17) should apply. The identity of local tree should be defined so that
Lhe same local tree should be processed at the same time whichever hypothetical
structure it might appear. This is where the model introduced above as in (12)
comes . Let us say that two local trees in two different hypothetical structures
are the same il they appear as exactly the same local tree in a local hypothetical
structure constructed according to this model.

Thus, in {13), the local tree expanding SY is the same local tree across the four
hypothetical structures corresponding to (14ad15a), {(14ak15b), (14b&15a), and
(14bL:15b}. That is, this local tree is built at the same time in all the four possible
lines of processing. This is understood by comparing (13) with the next state (18);
When you go from {13) to (18), the local tree expanding S5 is completed.,

According 1o (17), therefore, the rule of syntax in charge of this case must reject
the possibility of the existence of either o or 3, otherwise these two dislocated
elements would be manipulated (bound and passed) simultaneonsly here. Now note
that & is chronologically newer than 5. What psychologists call the recency effect,
consequently, tells us that o (hence (14a&15b)) should survive, defeating /3 and thus
rendering (9) ungrammatical. As a result, incidentally, we are left wilth only the
ambiguity about (14); i.e., whether 8, is a relative clause or a nonn complement
clause.

Lhe account of the ungrammaticality of (10) is the same except that the potential
binder, which is the counterpart of that in (9), is hidden in plan and thus is not overt
here. This time @ is the dislocated element bound by this binder, and § the one
bound by What;.

Note that this explanation coucerns language acquisition by children, rather
than language use by adults. It must concern the acquisilion stage; otherwise what
we have shown would not be the ungrammaticality of (9) and (10) but merely the
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difficulty of processing them. In fact, the above account does apply to language
acquisition, because the ambiguity pertaining to (14} and {15) occurs every time a
structnre like (13) is encountered, so that its disambiguation can be fixated as a part
of the grammar of English to be acquired.

3.2 Rules Handling Local Ambiguity

Further discussion are in order here about the generalized constraint (17) and its role
in the above explanation. First, the above discussion postulates that the grammar
rules are sensitive to structural ambiguity such as (14) and {15) about (9), in the
sense that some rules of syntax work on multiple struetures, and thus are in charge of
disambiguation. Here one might worry which types of ambiguity are handled by the
grammar, and which are handled metagrammatically. Not every sort of ambiguity
is visible to the grammar, as is demonstrated by the following example, whick is
grammalical.

(18) Who; did yon tell the man [5: that [g, she laves ¢;]]7

The local ambiguity arising here appears similar to that of (9). More precisely,
a four-way local ambiguity arises at thai, as a combination of two pieces of inde-
pendent two-way ambiguity, one concerning whether that is a relative pronoun or a
conjunction, and the other whether or not 4 contains a gap bound by Whe;, just
as in {9). An outstanding difference between (9) and (19), however, is that the am-
biguity in the latter case involves two different hypothetical constituent structnres
that follow.

(20) [vplv; tell the man] [5; that S;]]
(21} [vp tell [Np,the man [g; that Sg]])

To children learning I)BD constructions, hath of these constitnent structures should
appear ambiguous about whether or not S5 contains a gap bound by Whe;.
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T'his ambiguity, unlike the one in (9). is considered invisible to the Erammar,
presumably because of the above difference. That is. if any single rule were sensitive
to this ambiguity, {19} should be rendered ungrammatical for the same reason as
why (9) iz so. because in {19) a dislocated element would be bound by that and
another dislocated element wonld be passed iuto 5, simultaneously. To make sure
that the binding and the passing should be simultaneous here, notice that the local
tree expanding 5% is completed simultancously in the two pairs of hypotheses corre-
sponding respectively to (20) and (21). Hence the binding by that and the passing
into &, must take place simultancously.

Seemingly the reason why the grammar is not sensilive to this type of local
ambiguity is that the foir pessibilitics are not coherent enongh, in the sense that
they are distributed across the two distinct constiluent structures as mentioned
above. It appears that the disambiguation of a piece of local structural ambiguity is
acquired as a part of the grammar only if the structures (or hypotheses) ronstituting
that ambiguity are coherent enough with each other. Comparing (19) with {9) and
(10}, one might thus posit the following generalization.

{22) A picce of local structural ambiguity is handled within the grammar only il the
paralle]l strnctures involved therein share the same constituent structure.

As for (9, for instance, besides (13) there could of course be several other struc-
tural possibilities, but they are simply irrelevant to the acquisition process discussed
above, rather than systematically abandoned like (14ad:15a) and (14bdz15a). We
wauld then be able to disregard any interaction across distinet constituent struc-
tures when considering the competence grammar.

There are at least two more supports to constraint {22}. First, (22) follows from
the following more fundamental constraint.

(23} There is a severe limit on the size of the structure which ene rule of syntax can
refer to al once.

An ambiguity within one constituent structure tends to fall within this limit, becanse
the parallel structures involved therein share most of the storage with each other,
An ambiguity across several constituent structures, however, would more often run
out of this limit, since the rate of the shared memory is smaller. Note that {23)
claims, after all, nothing more than the limitation on the complexity of mentally
feasible rules.

Another reason for holding (22) is based on how stubborn an ambiguity is. As
mentioned earlier, patterns like (9) and (10) constantly accompany the local ambi-
guity like (14) plus (15). In contrast, patterns like (19) are often less ambiguous, as
shown in the example below.

(24) Who; did you tell him [g that she loves ]?

In this sentence, the possibility of that being a relative pronoun is very unplau-
sible, the local ambiguity being greatly reduced; we are left with the ambiguity of
whether or not the dislocated element bound by Whe; is contained in 8. In sum-
mary, the ambiguity in (9) and (10) is robust, while that in (19) is fragile. An
ambiguity within a single constituent structure tends to be robust. In compari-
son, an ambiguity encompassing several different constituent structures tends to be
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fragile, because the relationship (as for which is more plausible than which, ctc.)
between those constituent structures varies {rom case to case, depending on the in-
ternal details of the relevant constituents, context, and so on. T'he corresponding
relation in the former type of ambiguity. on the other hand, is more constant. Ro-
bust ambiguity is visible 1o the grammar, while fragile one is not; Some rules of
syolax handle the farmer, while the latter is treated metagrammatically.

3.4 German Case

The following pair of German examples might fall out of our dynamic account on
(9) and {10).

{25) Wen; glauben Sie, dafl er ; liebt?

(26) *Wen; glauben Sie die Behauptung, daf er ¢; liebt?

{25) and {26} are German counterparts of (1) and (%), respectively. Note thal
the direct translation between Fnglish and German preserves grammaticality across
these pairs of examples.

Since Behauptung ‘claim’ is of the feminine gender rather than neuter, daff ‘that’
should not be confused with a relative pronoun, namely die or der, whose antecedent
is Hehauptung, The relative pronoun pronounced the same as dafl is dos, which is
of the neuter gender and the nominative or aceusative case. So it appears that in
the case of (26) children learning German should face no ambiguity like {14). Our
current approach, which is essentially based on local ambiguity, hence seems unable
to account for the grammatical status of {26).

In reality, however, the above example deoes not contradict our approach; ie.,
constraint (17). Ambiguity parallel to (14) arises in fact, and therefore the ungram-
maticality of (26) is predicted by {17). To children learning UBI) construction of
(German, (26) accompanics the same sort of local ambiguity as (9) does, because
they acquire the rough framework of UBD construction before the gender system
is properly installed into the morphology of relative pronouns. According to Mills
{1986 ), when children begin to use relative clauses around the age of 3, relative pro-
nouns in the relative constructions they make are either simply ommited or lacking
information about the gender (and the case, toa), as in:

(27) Das ist ein Pilz *mm in Walde ist.
That 15 & mushroom REL.PRON in wood is
*That is a mushroom which is in wood.'

This means that at the beginning children cannot distingnish a relative pronoun
of a gender from another relative pronoun of a different gender; ez, between die
and das. Mills reports that the use of relative pronouns is equipped with the proper
system of inflection only after the age of 4 is reached.

The significance of (25) and (26} is not crystal clear, incidentally, if the nonsen-
tence below iz algo taken into account.

(28) *Wen glavben Sie, dall er sehen  wollte?
Who think  you that he see-INF want-PAST
‘Who do you think that he wanted to see?



Thus it might be that the ungrammaticality of (26} is attributed to that of (28),
without regard to (17). Otherwise the above pair of examples (25) and (26} should
provide a further evidence supporting (17).

4 Final Remarks

We have accounted for some island conditions by means of computational evaluation
of relevant svntactic operations; i.e.. the evaluation reflected in constraints such as
(6), (T}, ete. These constraings are regarded as captured by the existing linguistic
theories. A gencralized constraint (17) applicable to dynamic aspects of language
processing, especially local slructural ambiguity, has been demonstrated to account
for the noun-complement case of the Complex NP Constraint, which seems hard to
elucidate in stalic terms of traditional approaches to syntax.

Qne important aspect of onr approach employed lere is the hypothesis that
some sort of local ambiguity is visible to and thus handled by the grammar. If
this hypothesis finally turns out truc, which we have attempted to demonstrate, the
static approach pursued so far in the linguistic inguiries must be reconsidered. Thal
is, an explanation om the grammaticality of senlences will have to sometimes take
into account several possible structures in parallel.

The explanation of the same sort of island condition by Marens (1980) is com-
parable lo ours in that it alse exploits local ambiguity, postulating rules handling
them. Since Marcus pays no attention to what kind of ambiguity is visible and what
kind is not, however, his discussion has nothing to say about the contrast belween
(9) and (19). Desides, a radical difference between the two approaches is that Mar
cus exploits a stipulation called the determinism hypolhesis, whereas we employ
a more humble working hypothesis of parallel processing plns memory limitation.

A caution would be worthy of noting here. A success of cumputalional explana-
tion does not necessarily support either innatism (a la N. Chomsky, J. A. Fodor, D.
Marr, ete.) or constructivism (4 la J. Piaget, ete.). Il any part of human intelligence
could be understvod to be the outcome of a simple optimization for some compu-
tation, it should subject to two different interpretations: that this part should be
a domain-specific innate endowment because such a simple optimization may well
be preprogrammed in the course of evolution, or, contrariwise, that it should be
generated after birth by the work of the domain-independent general intelligence
because snch a simple optimization could be carried out through maturation and
internal experiences, Further scrutiny would thns be simply needed in order to steer
our way either to innatist or constructionist disposition.

Along the line of the present argument, perhaps the first point where we could
face the choice between these two doctrines is the problem of how much processing
load we should ascribe to various syntactic operations. The evaluation of computa-
tional load as we have exploited liere should vary across languages, depending on the
relative statuses of syntactic operations. For instance, the situation must be drasti-
cally different between dominantly head-initial languages like English and Spanish
and head-final languages such as Japanese and Korean {and maybe German, too).
Also open to further scrutiny is whether the variation is explained by the parame-
ter setting approach of transformational theories, or by more general computational
considerations.
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