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Abstract. A declarative semantics of a concurrent programming language based on Horn
logic such as Flat GHC is presented. The domain of input/output (1/0) histories is introduced.
The model of a program is defined as a sct of I/Q histories. The notion of truth is redefined
for goal clanses and sets of guarded clauscs, The semantics of a program is defined as the
maximum model of the program. We also show that the semantics is characterized as the
greatest fixpoint of the function obtained from the program, The properties of prograns which
contain perpetual computation controlled by guard-commit mechanisms can be discussed using
the semantics.

1. Introduction

In recent years, scveral concurrent programming languages based on Horn logic have been
nvestigated. Examples are PARLOG [Clark 86], Concurrent Prolog [Shapiro 86] and GIIC
[Ueda 89]. In such languages, the notion of processes which execute infinite computations con
trolled by guard-commit mechanisms communicating with other processes using input /output
streams can be represented naturally. Several results on the formal semantics of these languages
are reported [Maher 87, Saraswat 85, Saraswat 87a, Saraswal 87h, Ueda 88, Sh thayama 87,
Takeuchi 86]. However, these results are based ou Lhe operational approach. Thus, they should
be considered as a formal specification of the language processing system. In order to give a
logical base for program verification methods or transformation methods, a kind of declarative
semantics is expected.

In pure Horn logic programming languages, the result for declarative semantics based on the
least fixpoint is reported in [Apt 82, Lloyd 84]. In this approach, the denotation of a DIOgram
is given as the minimum model of the set of Horn clauses, in other words, the set of unit
clauses which is equivalent to the prograin. The set of unit clauses is characterized as the least
fixpoint of the function obtained from the set of definite clanses. In this approach, we can
characterize the set of solutions of the program independently from the exccuiion mechanisms.
This approach is one of the best ways of appreciating the clarity of logic programs. Extensions of
this approach for programs which contain infinite computations are also reported in [Lloyd 84,
Sakakibara 85].

However, these results are reported for pure Horn logic languages. They cannot be applied
to parallel languages which contain the notion of a guard-commit mechanism directory. A
model theory must be reconstructed for Horn logic with the commit operator. Thus several
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extensions are reported for such languages [Levi 87, Levi 88]. [Levi 88] discusses the semantics
of Flat GHC programs as the sets of guarded atoms. A guarded atom is a guarded clause such
that all atoms in the guard part and the body part are unifications. For example,

X X Vi Ya) i =Xi=11,. o Xa=1ulYi = b1, ..., Yo = O,

It can be considered as a umit clanse of Flat GIIC.

However, in this approach, the guarded atom describes only the relation between the input
substitutions and the compute substitutions which are obtained when the goal succeeds. It
is difficult to diseuss the infinite computation of the program only with such relation. As
[Takeuchi 86] reported, there are two programs which cannot be distinguished only by relations
of input and output substitutions, and output different results when they are exccuted in parallel
with other processes. Thus, the information for the intermediate resull of the computation is
necessary to discuss the semanties of such programs.

This paper introduces a new declarative semantics for Flat GHC programs which contain
perpetual processes. The notion of inpul/output (I/0) history is introduced instead of the
notion of the guarded atom. Intuitively an I/O history denotes an example of a computation
path of a program which is gencrated when the program is executed without any failure or
deadlock. We define the notion that a goal clause or a set of guarded clauses is true wrt a set
of I/0O histories. The semantics of a program is defined as the maximum set of [/O histories
which makes the program true, in other words, the maximum model of the program.

The notiou of a true goal clause wrt the model of a program does not necessarily mean that
the goal clause succeeds on the program. That is, not only all successful goal clauses are true
but also goals which do not succeed finitely but can be executed infinitely without failure or
deadlock are true. A goal clause with a goal which suspends can also be true if the goal can be
activated with some input from other processes,

This paper also shows that the semantics of a program can be characterized as the greatest
fixpoint of the function obtained from the program.

2. Guarded Stream

This section introduces the notion of the guarded siream. For simplicity we only consider
programs on the domain of lists of {a, b} .

Definition. 1 Let Var be a set of variables, Fun= {a, b, nil, cons} be a set of function
symbols. Each element of Fun has its arity. The arity of a, b and nil is 0, and the arity of
cons 15 2.

Definition. 2
Let Terms be the set of terms defined as follows.

I} if 7 €Varor 7 € {a,b,nil}, then r € Terms.
2) if 7y, 7y € Terms, then cons{;,T;) € Terms.

Definition. 3
A term 7 is said to be simple, when v €Var, r € {a, b, nil} or 7 has the form of
cons(X,Y), and X and Y are different variables.
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Definition. 4
A mapping, o: Var — Terms is called a substituiion il il satisties the following condition:

I ={X|sX # X, X € Var}, then ¥ is a fimite set.

We expand the domain of substitutions from Var to fermes.

Definition. 5
For cach 7,7;. 72 € Terms, ot is recursively defined as [ollows.

aX ifris X € Var
o7 = T ifT'E{a-: b, I"il}
cong{on,or) if T = cons{m, )

cons({X,Y) is denoted [X|¥] and nil is denoted [ |.

Definition. 6
Let 7 be a simmple term and X € Var.

N=r

is a stmple substitution form or a substitution form simply. X = X is denoted #rue.

A finite set & = {X; = m,..., X, = 7.} of substitution forms, where Xi's are distinct
vartables and X; Is not identical to 7; for 1 << j < n, s intended to represent a substitution
o*, where k 1s such that ¢**1 = &% { we suppose such k exists), For example, a substitution
represented by the set {X = [A]Y], & = a} maps X to [a]Y]. We identfy a finite set of substitution
formns wilth the substitution if there is no confusion, in the rest of this paper.

Definition. 7
Let ¢ be a set of simple substitution forms. If ¢ is a substitution or equal to |J,_, ..
defined below for some substitution #, then o 15 be an  w—subsfitution.

BD = B

ey =80 10 -[X = 7|X occurs mn ' for some (¥ = T"} c
(X = 7"} € 0 and no variables occurring in 7
occur in the left part of any element of 6}

Intuitively a w—substitution defines a mapping from a term to an infinite term,

Definition. &
Let V' he a set of variables (V' C Var), and ¥ be the set defined from a mapping o as
Definition. 4. If & C V| then o is restricted to V. If £V = ¢, then o is invariant on V.

T'he notion of I/O history introduced in this paper corrcsponds to the notion of the unit
clause for pure Horn logic programs. /0 history is an extension or modification of a guarded
atom of [Levi 88]. An 1O history is denoted as follows with head part H, which denotes a
form of a process, and the body part GI7, which denotes a trace of inputs and outputs of the
process:

I - G



H 13 defined in the next section. GU is a set of tuples < |7, > where o is a substitution
which is expressed in the form of & set of simple substitution forms, and Uy 15 a formula which
represents an execution of a unification in the body part of some clause. Intuitively, < o|U; >
means that the arguments of the process are instantiated with o, then unification U}, is executed.
For instance, in the following program:

n
oo

(BiYi]l, B = b, p1(X1,Y1).
(al¥1], A = a, p1(X1,Y1).

pl(X,Y) :- X = [AlX1], &
pi(X,Y) :- X = [BIX1], B

]
LT
]

The following is an example of 1/0 history which denotes the computation such that p1
reads a in input stream X first, writes b in output stream Y, then reads b and writes a.

pL{X,Y¥): — {< {X = [A|X1],4 = a}|Y = [B|Y1] =,
< {X = [A|X1},A = a}[B=1b >,
< {X = [A]X1],A = a, X1 = [B1|X2], B1 = b}|Y1 = [A1]Y2] >,
< {X=[AX1],A=a,X1 =[RB1]|X2],B1 =b}|a1 =a >, ...}

An /O history of a process H represents a possible execution of the process. Thus, there
cxist different [/0O histories for different execitions which commit to different clauses. There
may be different 1/0 histories for different scheduling.

The body part of an 1/O history represents a normal execution of Flat GIIC programs,
thus U/ is well founded with the partial order of execution, namely, for any < o |Uy >, <
oyl = GU, i oy C o9, then Uy, is executable before Uy,.

U has several characteristic which correspond to the properties of normal executions of
GHC programs. In the rest of this section, the notion of guarded stream is introduced which
characterizes the normal executions of GHC programs.

Definition. 9
Let 7 be a simple term and X € Var.

Xt=r

is a stimple test form or a lesl form simply.

Definition. 10

For a substitution o, X' € Var, and a simple term 7, < a|uni( X, 7) > is a guarded unificalion,
where uni(X, 7} denotes X = ror X7 = 7. 7 is the guard partof < oluni(X,7) > and uni( X, 7)
iz the active part.

Iutuitively, if uni{X,7) is a substitution form, it denotes a unification which actually in-
stantiates X, and i[ it s a lesl form, it denotes a test unification.

Definition. 11
Let < a|l/ > be a gnarded unification. | < o|l/ > | is the set of substitution forms or test
form defined as following.
<ol >|={U}Ue

Definition. 12
Let GU be a set of guarded unifications. For < oq|uy >, < o3)uy; >€ G,
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< op|luy =<< ogluy =

holds if and only if o, C o; and o, # ..
It is casy to show that < is a well founded ordering.

Definition. 13
A set of guarded unilications GU is a guarded stream i the following are truc.

1) For any < o1l =, < au|lly 5 GU, il < oy} »%#< ou|Uy > and U and U7 have
satne variable on their left hand side, then U7 or U is a test form and their right
hand sides are unifiable. Furihermore if {7} is a substitution lorm and Us is a test
form then

< ga|lly =< |l >

does not hold.

Bt
p—

let < a|l7 =€ GU and # a set of substitution forms that are selected from the set
of active parts of gu € GU. Forany (X = 1) € & and any #, there is no substitution
o' such that X = o'r.

3) For any < #1X? = r ¢ CU, if 7 and 7' are not unifiable, then (X = 7'} & & for
< a|lll =€ GU.

4) For any < ou|ly =, < o|l/y € GU, [ (X =7) € gy and (X = 7') € o3, then 7
and 7' are unifiable.

Example. 1

The following are examples of gnarded streams. 717) represents an execution of the process
which takes a sequence of “a"s in Z and outputs a sequence of “b"s in Y. GUU; represents an
execntion of the process which takes a sequence of “a”"s in X and a sequence of “b"s in Y
respectively, and merges them and outputs the result to Z.

GL’L]_ = {SIILHI';] E f}},

guyy =< {Z — [A|Z1], A = a}|¥ = [B|Y1] =

guiz =< {Z = [NZ1] A = a}[p = b >

gus =< 12 = [A)71),A — 2,21 = [A1]22], AL = a}[Y1 = [B1[Y2] >
gupg =< {Z = [A]z1),A = a,21 = [A1]Z2), A1 = a}[Bl = b >

GUy = {gug, (1 < j)}

quy =< {X = [A0[X1],A0 = 2}|Z = [A|Z21] =

qugy =< {X = [AO|X1],A0 = a}jA = a =

guaz =< {X = [A0|X1],A0 = a,Y = [B|Y1],B = b}|Z1 = [A1/22] >

guzs =< {X = [AO|X1],40 = &, Y = [B[Y1],B = b}|A1 = b >

gugs =< {X = [AO|X1],A0 = a,Y = [B|Y1],B = bY1 = [B1|Y2],B1 = b}|22 = [B2|23] >
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quazg =< {X = [AQ|X1], A0 = a,¥ = [B|Y1],B = b,¥1 = [B1|Y2].B1 =b}[B2 =1b >

O

The following notion is defined to obtain the guarded stream representing the computation
of a goal clause from the guarded streams which represent the computation of each goal in the
goal clause.

Definition. 14
Let GUy,...,GU, be guarded streams, and Gui(1l < k) be as follows:

Guy = {< ol > |3i,3 < o|U >€ GU,, WU’ € 0,%j, < o[ >¢ GU;)

GTI],_,_l = G'UJ;U
{<elU > [3e'(3i(< |l > GUA
(VX =171) e ((Wj¥a" ¥ (< a”|X = v/ >¢ GU NV (Reach( X, 7, Gui ) A
(¢ =(¢' — {X = 7|Reach(X,r,Guy)} U
(U501, ... om, 30y, ... Uby,
(< @ |Uby =, < ag|Uby =y, < Om|Ubm >€ Gui)h
(30, {Uhy, ..., UbL}X =é7)A
(VL < 1< m), 0, ({Uby,...,Ubn} — {UB))X 4 67)A
/" € oy for some h such that | < h < m)})

Nl
where

Reach{X,r,Gw) = (3ey,...0,,,3hy,..., Ub,,

(< o|liby >, < a3|Uby >,..., < 0, |Uby >€ Guz)
30, {17k, ... . Ub,} X = #7)

and let GI7 be as follows.

GU = | Gu,

k—co

I[f GU is a guarded stream and if

{U] < olU e GU} = {U|3i < o|U >€ GU;}
then GU is a synchronized merge of GU,,...,GU,, and is denoted:

GUL| ... |G,
If n = 1, then the synchronized merge can always be defined and it is equal to G, itself.

Informally, the Giuy's can be understood as follows, Let < |/ € GU.. it means that when
@ 15 provided from the environment of GUi ||. .. ||GU,,, U can be executed after at most k rounds
of internal communication among GU,’s. For instance, in Definition. 14, for < olll = G,
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if < o|l/ >€ Gu, then that means [/ waits o from outside of GU,||...{|GU, and waits nothing
from GU.(5 # 1). If < ¢|l/ =& Guyy, then that means U waits some inputs from outside of
Gl ... ||GU, and waits that [by,....Ub, is execuled in some GU; such that it is already
found that it waits ox(1 < h < m) from outside. H [7b, waits U’ € oy from outside of
G| .. |G, then U also waits U’

Consider following guarded streams.

GUy = {< {X=a}[t=b >}
GUy={<{Y=b}X=2a>}

They represent computations of the g1{X, Y} and g2(¥, X) where,

1
-

gl(¥, ¥) - X
g2(Y, X) := ¥

In this case,
M <ol 2 GU} = ¢
On the other hand,
(U3 < o|ll > GU;} = {X=2a,Y = b}

Thus GU;||GU; cannot be defined. It is impossible Lo obtain the guarded stream which
represents the computation of goal clause g1 (X, ¥}, g2(¥, X) from GU, and GUs. In fact,
neither X nor Y is instantiated by execution of gt (X, Y), g2(Y, X).

Example. 2

Let [} and GU/; he the same as Example 1.

Guy = {Hﬂihﬂﬂm]

Gug = Guy U {< {X = [A0]X1], 40 = a}[¥ = [B[Y1] =,
< {¥ = [AO|X1], 40 = a}[B = b >]

Gﬂ;} = GH:U
{< {X = [A0|X1],A0 = a}|Z1 = [A1]|22] >,
< {X = [AQ|X1],A0 = a}|Al =b >}

G’u; = Guau
{< {X = [A0|X1],A0 = a, A1 = a}|¥1 = [B1|Y2] >,
< {X = [AO/X1],AD0 = a,A1 = a}|B1 = b =}

A1 is expecled to be instantiated to a in the passive part of an element of Guy, however, it
is instantiated to b in the active part of an element of Guas. Thus, Us_., Guy is not a guarded
stream. Therefore, the synchronized merge of GU; and GU; cannot be defined.



3. Model Theoretic Semantics

This section introduces notions which correspond to the Herbrand base and unit clauses, for
parallel logic language based on the notion of guarded sireams. First, a parallel language based
on Horn logic is presented. The language is essentially a subset of Flat GIIC [Ueda 89] with
only one system predicate, = : unification of a variable term band a simple term. Furthermore
all clauses are assumed to be in a normal form, namely all arguments in the head part are
different variable terms. However it is not difficult to show that the language presented here
does not lose any generality compared to Flat GHC using the modification of the transformation
algorithm for the strong normal form [Levi 58],

Let Pred be a [inite set of predicate symhols. Each element of Pred has ils arity. We denote
each element of Pred using lower-case letters.

Definition. 15
Let II, By, By, ..., B, be an atomic formula defined from Pred, every term which appears in

r

argument of i be a different variable, and Uy, ..., Uy and Uy, ..., U be simple substitution
forms. The following is a guarded clause.

H: '_E-"r_qh*“1Uyml“ﬁlr-~-1‘{f'?mel!BJ:---:Hn

A fimite set of guarded clauses is a program.
We define Var(ll) = {X;, Xy,..., Xy} when H is p( Xy, Xa,.. ., X}).

Definition. 16
Let p be an clement of Pred with arity k, X, Xs,..., Xi be different variables and o be an
w— substitution. Then ep( Xy, X3, ..., X}) is a goal.

Definition. 17
A sequence of goals: ¢,..., 0. 15 a goal clause.

Definition. 18
Let 17 be a guarded stream and V' be a finite set of variables. The restriction of GU by
VG | Vs the set defined as follows.

GU |V = {< aluni(X,7) > | < oluni(X,7) >€ GU, X € V, for some k}
where
W=V
1’;+1 = KU

{X|3gu € GU,3uni(Y,7) € |gu|, X appearsin v,Y € V; and
Vgu' € GU, if gu' < gu, then X does not occur in gu'}

If GU is a gnarded stream then GU | V is also a guarded stream.
Definition. 19
For a guarded stream GU and an atom p( X3, Xa, ..., Xi), a pseudo 1/0 history t is:

P{X1!X2!*"'!X*] t = GU
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where p € Pred with arity &, Xy, Xp,..., X}, are different variables, and

GU | Var(p(X1, Xa,.... Xp)) = GU.

1P ST CTI X} is called the head pari of t and GU is called the body part of 1. Intuitively,
(U only contains variables which are visible from outside through the head part.

In pseudo 1/0 history, the same computation can be represented in several ways, In other
words, if t; and f; are identical except for the names of variables which do not appear in the
head parts, they are considered to represent the same computation. Thus an equivalent relation
is introduced to the domain of pseudo /O histories.

Definition. 20
A mapping o :Var— Var is a renaming mapping if there exists a mapping o', such that

£
o — oo,

Let (17 be a guarded stream and ¢ be a renaming mapping. oGl is a gouarded stream,
defined as follows.
oGl = {rgu|gu € GU}

where
ogu =< ¢ = Quni(cY,o7’) >,

for gu =< fluni(Y,7") > and o + # is the substitution defined as follows.
gxl={oX =or|X =748}

It 15 easy to show that if U is a guarded stream, then oL is also a guarded stream.

Definition. 21
Let &y 0 H 0 — GUy and £ « H @ = GU; be pseado I/O histories with the same head
part H. If there exists a renaming mapping o : GU — GU, wvariant on Var{H) such that

oGUy, = GUy then

1]%#2

holds.
It is casy to show that == is a equivalent relation. We denole the quotient set of all pseudo
I/ O histories with == as J /O — hist. Each element of 1/0 — hist is called an 1/0 history.

Definition. 22
An interpretation is any subset of I/O — hast.

Definition. 23
Let £ be an I/O history and g be a goal. Il : — GU is a trace of g if the following (1)....,{3)
hold.

(1} There exizts an w— substitution & such that o H = g.
{2) For any < d|U > GU, 0 Co.

(3) For any < 8|U =€ GU, if U is a substitution form X = 7, then ¢ does not
instantiate X, and if [/ is a test form then o X = o7,
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A mapping o does not instantiate a variable X if #X = ¥(& Var) and there is no Z such
thal 2 = Y except X.

Definition. 24
Let [ be a interpretation and g be a goal. g is true on [ if there exists a trace of og £ 1 for

some w--substitution: .

For goals g1,...,¢., let t1,...,l, be their traces. If they are I/() histories which are obtained
when these goals are executed in parallel, the shared variables in ¢; and t, must have some value,
and they occur as sublerms of values of the same variables in {; and ;. The following notion
is introduced to formalize these conditions.

Definition. 23
ty,....t, is varmble compatible if for any 1 and j {1 < 1,7 < n), the set of variables which
oceur in both ¢; and 1; is equivalent to Common(t;, ?;} defined as follows.

COMq(t,t;) = Var(H;) N Var(H))

GG."Hkq.l itl!:d‘} =CGM,E““ ﬂj]U
{X] 3V € COM(t,,1;),
37, which has the form of X, [X|Z], or [Z|X],
Agu; € GUL((Y = 7) € |gw| V(YT = 7) € |gug])A
Vgu; € GI;, if gu] < gu; then X does not oceur in any U €|g ul|a
Fgu; € GU;, (Y = 7) € lgu,| V(YT = 7) € [guy[)A
Vgu; € GUj, if guj < gu; then X does not occur in any U7 €lg uf[.}

Common(t,,t;) = |} COM,
fe=eo0
where H,, denotes the head part of t,, and GU,, denotes the body part. OQbviously, for
n =1, {; is variable compatible.

Definition. 26

Lel T be an interpretation and ¢y,...,g, be a goal clause. g,,..., ¢, is true on I if there
exists a trace t; € T for every o¢;(1 < i < n) for some w— substitution o, and there exists a
synchronized merge GUy|| ... ||GU, where GU,, ..., GU, are body parts of elements of t,,. .., 1,,
which are variable compatible.

Thewempty goal clause is always truc.

It is easy to show by the following propoesition that Definition. 25 is well defined, namely
the truth value of gy,...,g, does not depends on which clement is selected from the trace of
each goal.

FProposition. 1

Let GUy,...,GU, be guarded streams and ¢ be a renaming mapping. If there exists
GUL| ... |G, then there also exists aGLA || ... ||eGUs.

The proof is straightforward from the definition of synchronized merge.

For a given goal g, it is easy to show that g is true if and only if the goal clause with only
une goal g 1s true.
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Definition. 27
Let (ZI7 be a guarded stream and #,,8; be sets of simple substitution forms. The set
GU »{0,0;) is defined as follows if it is a guarded stream.

QUM (8,8 ={<ally > <oVl >c GU,e=c" Uk — b,
If Uh E H| I fﬁ]g. then n[r': =1/,
and U, is X =7Alef,Ud,

then U is X7 = r.}

Definition. 28

Let [} be a finite set of guarded clauses and I be an interpretation. I is @ model of D il
for any ¢ € 1, there exists a clavse # : — Uy, Ul Xy = 10000 X = 1, By, .o B € D,
each element of ¢ has the following form:

i _{{ {Lr:'ﬂ-! T ?'['Irﬂ'm?}lunil:xl1'rll} :}.‘ """ 1 <2 {Ugli e ~bfyr.r;-}|uni{xh1 Th} .‘-‘-"'_I'l--]
(GUL ... [|GUL) 2 ({Ugsy v s U} A Xt = Tares s X = 7)) | Var(H)

where GU is the body part of some instance of a trace t;(€ I) of the goal o, for some
w=substitution & = {[/;,... Uy} U{X, = 7,..., Xy = 7} U o', which is restricted to
Var(HyU {Xy,..., X} and

V< Elf,' > {G{'rl! s IIGU*:I e ({Uﬂr- . 1"*"Iﬂm}: 'II}:I = Tler-s 1-xh = Th”?'g Lo
The following proposition is easy to show from the definition of models.

Proposition. 2
Let Mi(2 € Ind) be a class of models of D for a set of indices fnd. Then,

L) M,
=ind
15 also a model of D,

From Proposition. 2, it is easy to show thal there exists a unique maximum model for a
given D). The semantics of [} is defined as the maximum model of 1. A goal clause g,,. .., g
is true on D if it is true on the maximum model of D). Intuitively, the maximum model is the
set of all computations without [ailure or deadlock on D.

The maximum model is deflined for characterizing the goal clauses which runs normally
without failure or deadlock on the program as true on the model of the program. However goal
cluwses which run normally are not necessarily the successful goals. That is goals which run
infinitely are regarded as goals that run normally. Furthermore a goal clause suspending goal
can also be true. Consider the following example:

plX, ¥) (- X=a | ¥Y=hb.
glX, ¥) :=Y=1% | X =a.
t(X, ¥Y) :- X =a | true, p(X, Y}, gq(X, Y).

Although goal (X, Y) suspends on this program, if ¥ is instantiated to a, then the execution
proceeds. The maximum fixpoint of this program contains:

t(X,Y): —{<{X=a}ltrue >, < {X=alif =b >, < {X=a}X? = a >}

11



Thue, goal £(X, Y) is true on this program. On the other hand, let us consider the program
obtained from the previous program by replacing the third clause with:

t - true | true, p(X, Y), q(X, ¥).

In this case, when goal t is invoked then goal clause p(X, ¥Y), q(X, ¥) is invoked and
suspends, it cannot proceeds the computation whatever process runs in parallel with t. Goals
such as t are false on the semantics presented here.

4. Fixpoint Semantics

This section discusses the fixpoint characterization of the semantics of programs,

It is easy to show that the set of all interpretations IP defined from T/ — hist is a
complete Jattice with a partial order of set inclusion. The maximum element is 1/0 — hist and
the minimum element is ¢.

Definition. 20
Let D be a program. &5 : TP — I is the function defined as follows.

$p(S) = 85 {t] each element of ¢ has the form of
H:—{< {Un,...,Upm, Huni(X:, 1) >,..., < a1y oy Ugeny Huma( Xy, 1) =0
({&h ... ']GUJ;:I B {{Ugh s ,f.-"_qm}, {X] =Ty eee, g = Tﬁ}j} | Var(H)
for some clause in D :
H:=Uyy oo Ul Xy =10y Xy =1, L, By
where GU; is the body part of a element of the trace of o B,
@ is a w — substitution such that
a = {f,-rﬂl......[';.m,.}:] = '.1:-“:."{& = ‘Th} e’
for some o', restricled to
Var(H)U {X1,..., Xy}, and
# C o for all
<HU e (GUL| .. IGU) M ({Ugr, .. U o { Xy =711, X =1 1))

For a chain 5, : 55 > 8§ 2 5; O ..., the greatest lower bound of S; is denoted N{5:(0 < 1},

Definition. 30
Lei I be a complete lattice. A function f: L — L is w—continuous from below, if for any
chain§; : 5, 2 5 285 D ...,

(UASHI0 < i} = FOUSi0 < i}).

It is well known that if f is w—continuous from below then f is monotone, that is if $; o Sa,
thenf(S)) O f(52). The following two propositions are well known (see [Park 69]).

Proposition. 3 .
Let L be a complete lattice with the maximum element, T. If f:L — L is w—continuous
from below, then [ has the greatest fixpoint gfpf and,

gfof = {f(T)ln 2 0}
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where fD[X] =X, f""HX) = Ff{X)N.

Proposition. 4
If f is a monotone function, then:

gipf = LJ{X[f(X) > X}

where | 5 is the least upper bound of 5.

The following properties are easy to show from the definitions.
Proposition. 5
dp 15 w—continuous from below.

proof:

(1) ®p(N{S5;i0 < 7}) C N{Po(5;)10 = 5} -
For any t € @p([15;), there exists a clause:

.FI: _Ugl1-r-1["r_q-m|x1 ="-'T]_?....|Xlt =Tj“B],...1Bk = D

An element of ¢ has the form as [ollowing.

H: —'[{ {Uﬂh . ..,Uﬂm}}uﬂf[k’],ﬁj BT RR R {'["rgh- L -J-‘ry:il.}lt‘nﬂxhﬂ—h} :P-]'U
(GO HGU) W ({Ugn, o U JAKS = 1 Xy =) | Var(H)

where GU/; is the body part of an element of a trace t;(€ [{S;|0 < j}) of oB; and o is
a w—substitution which satisfics the condition in Definition. 29. From t, € [{5;|0 < j],
t; € §; for all §. {Note that ¢ can be chosen independently from j.) Thus for all j, t € ®p(5;)
from the definition of @ . Since, {®p(5;)]0 < 7} is the greatest lower bound of {#(5;}|0 < i},

Lhen:
te({en(Si)0 <5},
(2) @p(N{S10 < 51 2 N{en(5;)0 < 5}
Assume t € ({®p(S5;)|0 < 7}. Tor any j, ¢ € $p(5;). An element of ¢ has the form of

H:— {<{Ug, .., Upn Hunil Xy, 71) >,..., < {Un, ..., Ugm }uni( Xy, 7)) >}U
(GUL .. IGU) Y ({Usty s Usm)s (Xa = sy Xi — 7)) L Var(H)

where GU; is the body part of an element of a trace (€ {5;]0 < j}) of ¢B; and 75 a
w—substitution which satisfies the condition in Definition. 29. For any j, since t; € 5;, then
t; € N{S;|0 = j} for each i. Thus, t € @p(N{5]0 = j}) from the definition of |Phip.

Proposition. 6
$p(l) > I'if and only if I is a model of 1,

proof:
if part:

13



Let { be a model of 2 and ¢ ¢ 1. From Deflinition. 28, there exists a clause:

i1 —ir..-rgl,...,[fgm|.x1 - 'J']_,....,Xﬁ:T,l”Bl,...,Bk = n

and ¢ has the form as following.

H:—{< {Upyoo o UsmHuni (X, 7)) =0 < U0, 0o U Hund (X, ) >0
((GUJ.” s “(-;'['Jr-‘-l‘b b {{{"'ry'l'." .- 'ILIQTTJ.}\ {};I = Tlyeeey x-n‘l. = fﬁ})j -l- Vﬂ'rl:H)

where G 15 the boady part of an element of a trace t; € [ of o B; and o is a w—substitution
which satisfies the condition in Definition. 28 {and the condition in Definition 29) . From

the definition of ¢, ¢t € ®p(T)

only if part:
Assume ®p(T) 2 F, in other words for any ¢ € I, t ¢ @p(]). From the definition of dp(l),

t € {t| there exists a clause
H : _LI'E!1"'$£'IIQ?HIX1 = Tl:n""rx.;t = Tf‘:?B‘!-'-1Bﬁ' € Ds

each element of ¢ has the lollowing form:

H: —{'C': {Lr.!rgh... ) Ugm,}[uni(}(h Tl:l 2, {Ugls' ..,Uﬂm,”uﬂi(x&,n} :’}U
(GTAL .. \GUR 2 ({Upsr- -, U b Xy = Taseees X = 7)) | Var(H)

where GU; is the body part of some instance of a trace t;{€ 1)
of the goal ¢B;, o is a w—substitution such that

o= *[Ugl.,“.,ﬂym} L {X'| =Ty, AR = ‘J’h}UH',
which is restricted to Var(H}U {X,,....X,} and

W o ElU =€ {GU1I| . ||GLT;_-} i [‘[Ug], o - .,Ugm},{Xl Ty, Y8 T_ﬁ}),ﬂ Z U-}

This is the definition of the model of [,

Thus, we derive the following theorem.

Theorem
Let I} be a program and Mp be the maximum model of D. Then:

Mp= ﬂ{‘:’?]l:f,l'r[} — hist)|n = 0}.

5. Ceonclusion

This paper presented a new declarative semantics for a subset of Flat GHC programs based
on the maximum model. Using the semantics, the solutions of programs which contain per-
petual processes controlled by guard commit mechanisms can be characterized as the logical
consequence of the programs.
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The semantics presented here is a kind of success sct semantics. Thus, it is enough to
discuss the results of normal computation. However, a true goal clause on this semantics 1s a
soal clause which can run normally. This does not mean thal a true goal clause always runs
normally. For example, if a subgoal of the clause commits to a different clause, then it can fail
or deadlock. GHC is a don't care non-deterministic language. Thus, a method to characterize
the set of goal clauses which run in any case is also expected. We reported on failure/deadlock
set of GHC programs in [Murakami 88b].
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