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Abstract: This paper describes an explanation-based lezrning svstem under
incomplete knowledge. We propose an explanation method using abduction and
induction. If the system fails to explain a goal and to explain examples, it makez 2
hypothesis by abduction. In this way, there are many candidate hypotheses. The
system uses a few criteria to eliminate candidates. Selection of hypotheses thatareina
consistent explanation is explained by induetion using a background theory and has
minimal generation cost. After explanation generation, the explanation tree is
generalized according to operationality criteria. As a result, it generates assumplive
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macro knowledge.

1. Introduction

Knowledge acquisition bottleneck is one
of most difficult problems in the building of
knowledge bases of expert syslems, There are twa
ways to build knowledge bases. The first way is
interactive knowledge acquisition: o human expert is
interviewed to extract his knowledge. The ciher way
15 knowledpe building by understanding observed
informeation [Taki 88). One way to understand
samething is to try io explain it. EBL{Explanation-
bused learning)[Mitehell B5][Mitehell 86 is a
learning method which uses explanation of examples.
However, EBL makes only macre knowledge for
effective inference, In order to use EBL, a complete
domain theory must be prepared before learning.
Mormally, however, it is difficult Lo prepare complete
knowledge before learning. Therefore, a learning
system fails to explain examples. This situation is a
trigg;—:r which makes other h:urnir.g vecur. Tmpasse
situations of chunking in S0AR[Laird BE} and
frustration situations of FBL[Suwa 89] are like
failure situations of explanation. Abductive
explanation is a kind of explanation method which
uses hypotheses. In this explanation, o hypothesis is
made by abduction{Charniak 88]. A hypothesis is
new knowledge if iL does not derive inconsistency.
There is a shorteoming in abduction, which generstes
many candidates as hypotheses to explain examples.
It is important to select meaninglul hypotheses from
all hypotheses by abduction, [Taki 89] This paper
introduces a hypothesis selection method which
considers the operation eozt of gencralization and
specialization of a domain theary.

2. Abductive Explanation

When we want to explaln something but
there is insufficient information, we make
hypotheses. These hypotheses are either uncertain
knowledge or assumed knowledge. The following
gections describes how to assume knowledge for
eaplanation. In the discussion, we assume that
background theery, & goal and examples are given in
learning process. This background theory 1s not
enough to explain the goal with examples,

21 Explanation-Based Learning and

Incomplete Domain Theory

EBEL is a learning about efficiency of
knowledge. In ENL, complete domain theory, goal
concept, learning examples and vperationality
criteria must be prepared. DL explains a goal using
examples and domain theory. An explanation tree is
peneralized by operationality eriteria. EBL doesn't
leern new knowledge. Before learning, it 1s hard to
prepare a complete domain theory, If a framework of
EBL under incomplete domain theory were
developed, it could learn new knowledge and
efficiency of knowledge usage. There is some
ineompleteness in the domain theery as follows.

{1} Completeness: There is some lack of knowledge, so
some examples cannot be explained.

{2) Soundness: There is some wrong knowledge, so
wrong examples are explained.

(3) Consistency: The domain theory contains
inconsistency, so inconsistency is detected in an
explanation.

(4) Over-generalization: Knowledpe is too peneral, so
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itexplains negative examples,
(5} Over-specialization: Knowledge is too special to
explain positive examples.

We aim to develop this framework using abduction
and induction. We aim to develop an explanation
svstem which deals with incomplete knowledge (1)
and (). It makes assumptive explanations and
geaeralizes explanations. As a resuli, it generates
assumplive mezero knowledge which containg
bypothesizs az a new koowledge and usage of the
hypothesis.

22 E=xplapation bv Hvpethetica! Reasoning

In explanation with hypotheses, there
may be incopsistency. Hypothetical reasoning deals
with irconsisient reasening during hypothesis
selection, A formuletion of a hypothetical
reasoning{Pool B8] is as fullows,

B: a backpround theory, H: & set of hypotheses, E:
examples,
G:agoal, h: a subsetof H

heH

BUEKRG

BUEURFG

BUEURKE L

We eliminate the first formula and add the
hypothesis generation formula.

BUEHG

B UE UG R h{Induction)
BUEURFG

BUEURK L

This formula is shown in

induction[Genescreth BB]. We use the latter
formulation. We think that this formulation is
suitable not only for induction but alsos for abduction
and analogy. Figure 1 shows an explanation system
using ATMS(de Kleer 86] as hypothetical reasoning.

| Hypathesis generator

i Coal
: Background theory 5,____-_;____ et
T
Examples \L----; ----- -
ATMS Deductive inference
{ Explanation tree . .‘_J
s e - = =

Figure 1 The explanation system

2.3 Generation of Hypothesis by Ahduction

There are two kinds of candidates for
hypotheses in this framework, They are fact from
knowledge and rule form knowledge. We deal with
the fact form knowiedge as hypothesis, It is diffieult

te generate hypothesis deductively. This problem
contains when, how and on whal to generate
hypotheses. When a reasoning process fails to make
an explanatien, this situstion is a trigger to make &
hypothesis. Abduction is the process that generates
explanations.

Here iz an example which makes an explanation by
abduection.
{(Example 1) Explanation zbout a bird, tweety
Background theory: bird(X) - Ay(X), bas(X, wings),
has{X, bill}.
Examples: has(tweety, wings)

fly(tweety)
Goal: bird(tweety)

Gives bird(X) - fly(X), has(X, wings), has(X, bill)
Given bird(tweety)

lafer
has{tweety, wings), fly(tweety), hasitweety, bill)

Guoal: bird(tweety)

{ly{tweety) has(tweety, bill)

SUCCESS has{tweety, wings) FAIL

SUCCESS
Figure 2 An explanation

"has{tweety, wings) and fly{tweety)” are known.
Therefore a result of abduction iz "has(twesty, bill)™,
Ifthere is the hypothesis, "has(tweety, bill}", then the
explanation of example 1 iz established.

3. Selection Abductive Explanntion

If we use abduction for any explanation,
we can explain anything, It is neceszary to select good
hypotheses in order to generate better explanations.
Selection of hypotheses means selection of
explanations. This section deseribes an evaluation as
selection eriteria,

5.1 election H

We define the following criteria to select
hypotheses.
(1) An explanation has no inconsistency.
(2) A hypothesis made by abduction is explained from
congepis of version spaces which are generated from
facts and deductive conclusions of the domain theory.
{3) The explanation with the lowest total cost of
hypothesis generation should be selected

The second eriterion selects hypotheses which are
explained by induction. If there are two hypotheses in
an explanation, the totel cost is the sum of both
hyputhesis generation costs.

1.1 Twvpes of Hypoth

othesis
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To begin with, types of hypothesis in the
explanetion system are introduced. Necessary
hypothesis is dependent on a sequence of explanation,
In example 1, if a goal concept is hird{X), there is a
difference between rule 1 "bird(X) :- flx(X]), has(X,
wings), has(X, bill)" and rule 2 "bird(X) :- has(X, bill},

fiv (X)), has(X, wingsl",

1n an inference using the rule 1, when
"has(}, bill}" is checked, the value "X" has been
unified te "tweets” which was fixed at checking
"{y(X)". Therefore, a result of abduction in this case
is "hasitweety, bill)". On the other hand, when
"has(X, bill)" i= checked in the casc of the rule 2, the
value X" is not fized. The result of sbducticn is
“hmaz(X, bill}". After reaconing, both explanations are
the same. In the second case, as a result, "has{x, bill)"
is "has{tweety, bil!}", Thiz shows that necessary
kypothesis is "has{tweety, bill)" in both cases. We call
this result of abduction "has(twesty, bill)" a basic
hypothesis and the result "has(X, bill)" a temporal
hypothesis. If there are 2 basic hypolhesis and a
temporal hypothesis from an item by abduction in an
explanation, the temporal hypothesis is more general
than the basic hypothesis and the basic hypothesis is
the most special hypothesis in the explanation,

3.1.2 Version Space and Hypothesis

Knowledge in the background theory can
explain only concepts that are more specific than
itzel{. Generalized knowledge is necessary to explain
a hypothesis. Sets of peneralized knowledge are
represented by version spaces made from the
background theory. Normally, the induction function
decides an upper and lower boundary of a version
space using positive and negative examples of =
concept. If the background theory doesn't include
negative examples, version spaces of concepts in the
background theory have no upper boundaries.
Therefore, the most generalized form of an item has
its pwn predicate name and arguments Lhat are
represented by valuables. This means that the
predicate name is not generalized. The lower
boundaries of those version spaces are delined by
facts that are deduced from the background theory. A
concept in & version space which explains a basic
hypothesis is called "a support concept for the basic
hypothesis”, The most specific concepts of support
concepts is called "the least generalized support
concepl”. The least generalized support concepl is one
of concepts made from the basic hypothesis and facts
in the background theory by least peneralization,

(Example 2) The least generalized support concept

In example 2, "has(fish, fins)" is the
lower boundary of the version space, "has{X,Y)" is the
upper boundary of it. "has(X, fing)" and “has(fish, ¥)"
are concepts in the version space. If "has(dolphin,
fins)" is a basic hypothesis, "has(X,¥)" and "has(X,
fins)" are support concepts for the hypothesis because
these unify to if. A least generalized support concept
is "nas{X, fins)". If "has{beetle, horn)” is a basic

The least peneralized
support concept

h

hes{dolphin, {ins)

has(Xx, )

/

hasifish, Y)
ha=(X, fins)

/

has(fish, fins)

A basic bypothesis

Version space

Figure 3 A version space and 2 hypothesis

hypothesis, a least generalized suppert concept is
"has(X, Y)". If "eatldelphin, [ish)" is a basic
hypothesis, there is no suppert concept for this
hypothesis in this version space.

4.1.3 Hvpothesis Generation Cost

This section describes operations for
predicate modification. Bach operation has the same
cost and is identified as 1 point. Three operations are
defined here. The first operation, argument
generalization operation (G-op), exchanges a fixed
argument to a variable, The second operation,
argument disconnect operation (D-op), eliminates &
dependency between two variables. The third
operation, argument unification operation (U-op),
unifies a instance and a variable,

(Example 3) Operations
G-op: hasidelphin, fins) -> has(X, fins) or
has{dolphin, ¥)
D-op: has(X,X] - has(X,Y)
U-op: has(X, fins) - > has(fish, fins)

In example 2, total cost of generation "has{delphin,
fing)" from "has(fish, fins)™ is 2 points. This
generation process consists of "G-op: has(fish, fins)
-= has(X, fins)" and "U-ep: has(X, fins) ->
has(dolphin, fins)".

4. 55 ive Macre Knowledge Generation

A basic hypothesis is very special for
learned knowledge. A least generalized support
eoncept is 2 support hypothesis for a basic hypothesis.
Therefore, we use the least generalized support
coneept as a hypothesis to learn new knowledge. If
the support concept is denied, the basic hypothesis is
alse denied. The support concept may explain other
hypotheses different from the basic hypothesis,
However, examples and an explanation are special
cases. The learning system must learn more general
inconsistent knowledge. We define assumptive macra
knowledge shown in a following form.



Knowledge gencrated by EBL:

poal(Xl, .., Xn) - plXi, .., Xi, .0, , pm(..). (1)
Hypothesis: h1(Xk, dolphin).

Assumplive maers knowledge (represented in default
rule form):

PlL), P20, L, @l L M RIOKE, dolphin)

goal(Xx1, ..., Xn}
Unless "h1{Xk, doiphin)" iz not denied, a horn clause
[11is available.

5. Bemantic Hvoolhesis Selection

The assumptive maero knowledge is
generated synzacieally. This section shows how we
can express semantics about peneralization and
specialization.

5.1 Ceneralization Level of Hyvpothesis

The least generalized support concept is
generated from the background theory and examples
by generalization, However, there are some limits for
peneralization. These limits decide the upper
boundaries of version spaces made from known
knowledge such as negative examples. These
constraints are dependent on application fields. For
example, structured mapping theory[Falkenhainer
7] controls analogical mapping between two cvents.
It maps structure information but not attributes of
objeets in these events. In order to control
generalization levels of special predicates this
system allows the user to limil version spaces of
predicts which are defined in a set of special names or
have a fixed number of arguments.

4.2 Operationality

In order to generate operational macro
inowledge, EBL generalizes an expianation tree
about its structure. In our learning method, there are
two relations between a hypothesis and an
operationality eriterion,

(1) An operationality criterion is more special than a
hypothesis.

In this case, the hypothesis exists in macro
knowledge. If this macro is used in an inference, this
hypothesis must be explained by deduction. This type
of maero knowledge is normal knowledge but not
default knowledge,

{2} An operationality criterion is more genera! than a
hyvpothesis.

I this case, the hypothesis doesn't exist in maero
knowledge. It is eliminated from the explanation tree
by an pperatinality eriterion. Therefore, this maero iz
independent of knowledge whose generalization level
represents the hypoihesis. The hypothesis is no
longer necessary to explain the macro knowledge.
However, if the hypothesis is denied, the mucro
knowledge loses its gpeneration cause/reason. This
type of knowledge is represented in assumptive
macrs knowledge form,

6._Summary

This paper discussed a learning method
about how hypothetical knowledge is extracted. This
method uses an advanced reasoning which generates
abductive explanations and selects hypotheses
according to checking costs of hypothesis generation,
A basic hypothesis iz made by abduction when an
explanation is not penerated A least generslized
support concept 1s also derived from the basie
hypothesis and version spaces which are made by a
background theory and exemples. This support
concepl is explained by inductisn of known
knowledge. A assumptive macro knowledge iz made
irom the explanztion with this support concept This
knowledge is available unless the support knowledge
15 not dened. A current version of this method deals
with facts as hypotheses. It is necessary for us to
develop rule generation methods to explain examples
and an integrated knowledge scquisition system
(EPSILON/2) which consists of an interview system
and a learning system.
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