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1. Introduction

The study of inductive inference of logic
programs was initially and mostly done by
E . Shapiro and his work is known by the Model
Inference System (MIS for short) [3]. Shapiro’s
alporithm deeply depends on the theory of predicate
logic and logic programming. In the theory of logie
programming, the least model NMILP) of a logic
program LFP is taken as the mathematical
semanties, called model-theoretic semantics, for it.
This semantics provides the dencotation of a
predicate symbol P in a logic program LP : DIF) =
{{t1,etn) 2 Plty,... ta)e MM(LP)}. On the other hand,
algebraic semantics which connects between the
theary of tree lanpuages and the semantics of
programming languages is now well known and
recently introduced to logic programming in [2]. It
studies the use of tree languages in the semantics of
logic programming. In algebraic semanties, the set
of terms computed by a logic program LP can be
viewed as a tree language. That is to say, the
denotation of P, D{P)={t : Pit)e NM{LP}, is a tree
language. From the result in [2], a set of trees is
rational iff it can be computed by 2 linear monadie
logic program, where a rational set of trees is a set of
trees which ean be recopnized by a tree automaton
and a linear monadic [ogic program is a class of logic
programs defined by some syotactic restrictions.
Therefore, the denotation of P can be written as D(F)
={t:tis accepted by a tree automaton T4 about P in
L¥}. Based on such an algebraic semantics, we can
establish a new inductive inference schema of logic
programs so that the prohlem of inductive inference
of logic programs is reduced to the problem of
inductive inference of tree automata. Then we can
get an efficient inductive inference method of logic
programs which is extended from the ome of
automata [1].

2. Tree automaton and linear monadic logic
program

LetT be a ranked alphabet. [ denotes the set of
all trees defined over a ranked alphabet I'. Let § he
a new symbol of arity (. Ts” denotes the subset of
{F'U{$])T which is the set of all trees te(TU{$HT such

that t exactly contains one $-symbol. For trees teI'T
and selgT, we defline an operation - to replace the
node labeled § of s with t, denoted by s-t.

Definition A deterministic (frontier fo root) tree
automaton over [ is a 4-tuple Ta=(Q, I', §, F): (a) Q
isa nonempty finite set of states, (b) [' is & nonempty
finite ranked alphabet, (c) 5=(5g,81.....0m) 15 a state
trunsition funetion such that &y : Ty X Q=@ (k=
0.1,...m), (d) FcQ is the set of final states. & can be
extended to TT by letting : S(Ati,...te)) = 8(f,
Bty )...Bitg)). The tree tis accepted by Tpa iff S(t)eF.
The set of trees accepted by Tpa is the subset LiTy),
called rational, of I'T defined as : L(Ta)={t: 8(t}eF}.
Definition ([2]) A linear monadic logic programisa
logie program in which all predicate symbols are
monadic and all the terms occurring in atomic
formulas belong to ane of the following two forms :
(o) x; (ieM), (b) fix;,,...x ) with €Dy, {ig,...imiCN
the iy being pairwise distinet.

Proposition 1 If LMLP is a linear monadie logie
program, then the set of trees {t : P(t)eNM({LMLP}}
isrational, Conversely, if a set of trees T is rational,
then there is a linear monadic logic program LMLP
such that T={t: P(t)¢ NM{LMLF)}.

Jd. Predicate characterization matrix

Definition Let S be a finite set of I'T, X(S)={MQ) :
fel, 06S, and fla)eS foriz 0}, and E be o finite setof
3T, S is called subtree-closed il 5¢S implies all
subtrees of & are elements of 5. E iz called $-prefiz-
eclosed w.r.f. S il e¢E except 3 implies there exists an
e' in E such that e =e"M31,....5 _ 1.5, si.....80-1) for
s0mMe 51,...5n—160. A predicate characternization
matriz is a triple (S, E, M) where M is 8 matrix such
that (1) the rows are irbeled with the elements of
SUX(5), (2) the columns are labeled with the
elements of E, (3) each entry of M is either 0 or 1, {4)
if s;, 5;¢SUX(8) and e, ¢j¢E and ej'si=e;'s;, then the
{si, ;) and (s;, &;) positions in M must have the same
entry. The daig contained in M is D{M) ={{e's, ¥} :
sESUX(S), ecE, and ye{0, 1}}. For s in (SUX(E)),
roufs) denotes the finite function f from E to {0, 1}
defined by flel=1MMNe=s), A predicate characteri-
zation matrix is called closed il every row(x) of
zeX(5) is identical to some row(s) of s¢S. A
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predicate  characterization matrix is  called
consistent il whenever 51 and 57 are in S8 such that
row(s)) is equal to row(sy), for all el and
Ul.---.un_],ES. m“'{ﬂ“'[l“u"'i—llshuir-'-iun— lj:l is
equal to row{fluy,....u;_ 1.87,0j,...,un— )} for O=izn.
Let (3, E, M) be a closed, consistent predicate
characterization matrix such that E contains §. The
construcied linear monadic logic program LMLPy
over T from (3, E, M) is deflined with predicate set
{Browiz){x) : 565}, ealling predicate P, and the set of
clauses LMLP)y as follows :
LMLPy = [Pix} =R uix): 565 and DIMIsi=1}
B romerne, s i fxp, ol b e=Rrguns, 02y ) Frrams d3n) 1 FETs]
LB rgwigflale—: a€ T

The idea of the characterization matrix is
essentially the extension of Angluin'sone [1].
Theorem 2 Suppose that (5, E, M) is a closed,
consistent predicate characterization matrix such
that 5 is subtree-closed and E is $-prefix-closed
w.r.t 3. Then the constructed linear monadic logic
program LMLPpy agrees with the data in M. That
is, for 5 in (SUX(S)) and e in E, Ple-she NM(LMLPwy)
iTD{M){es)=1.

4. Inductive inference algorithm for linear
monadic logic program
Input : An oracie EX{} ler a sulficient set of examples of the
predicate P in the unknown linear monadic logic program
LMLPy, and an seacle MEMBERIPItY on o ground atom PiL)
o5 input for o membership guery to culput 1 or 0 secording o
whether PIE] is true in NM{LMLFPyy),
Output : A sequence of conjectures. of linear menadic logic
PrOgTam,
Procedure :
S:= & E:= {5, LMLP := &, Examples:= &;
do forever
add an example EX() to Examples;
while there 15 8 negative example — PILIE Exnmples such that
LMLP = Pit) or there is a positive example + PLI£
Examples such that LMLP & Pt
add tand all ke sublrees Lo 3
extend (S, E, M) to E{SUX(S)) using MEMBER;
repeat
i (5, E, M) is not consistent
then find 5 and 5010 S, [E 0y, vy, g €5, € E and 1
{15 i% n)sueh that rowls;) is equal Lo row(sag) and
DMy o b — g, W iy g ) =
DMy, 005 — 1,52, e g = g 1
FT L. T TR TR - T TR | S 1) to E:
extend (5, E, M) to E<{SUX(5)) using MEMBER;
if (5, E, M) is not closed.:
then [ind fa)eX(5) for @ €5 pnd M€ [, such that rowilld)
is different fram rowis) for all s€5;
mdd 10} to 5
extend (3, E, M) lo E-SUXIS) using MEMBER;
until [5, E. M) is closed and consistent;
LMLF:= LMLPw;

end:
output LMLP;
end

We call an example t presented by EX a counter-ezample
when the last conjecture LMLPy does not agres with &
{Correctness} The algorithm identifies in the limit
a linear monadie logic program LMLP such that {t:
Pithe NM{LMLP}} is equal to the denotation of P by
the unknown model.
(Time complexity) Let n be the number of states in
the minimum tree automaton for the denotation of
the predicate P in the unknown model, and m be the
maximum size of any counter-examples presented
by EX. Then the total time which the while loop
consumes during the running of the algorithm can
be bounded by a polynomial function of m and n,

§. Concluding remarks

MIS is the excellent and only existing system to
infer logic programs. MIS can infer a whole class of
logic programs, but ours only fur a restricted class of
logic programs. However our algorithm has several
unigue features compared with MIS, (1) Our
algorithm is based on algebraic semantics and the
target of the inference is a tree language computed
by a logic program, and henece it is different from
Shapiro's approach, (2) It is not easy to analyse the
tme complexity of inductive inference algorithm,
and neither in MIS. We have shown in the last
section the time complexity of our algorithm. (3)
Our algorithm is based on the constructive method,
while MIS is based on the enumerative method,
where the constructive method systematically use
examples to construct the conjecture and the
enumerative method use them to select a conjecture
in enumeration. It is said that the constructive
method is in peneral more efficient than the
enumerative method. (4) Io our alporithm, the
predicate symbol P and its interpretation are only
given as the observational language and the oracle,
and any information about the hypothesis lnnguage
is not given. The algorithm automatically generates
other predicates whenever they are needed.
However in MIS, all predicates used to construct the
conjectures and those intended interpretations must
elso be given as the hypothesis language and the
oracle, and this is often referred to as the problem
about theoretical terms of MIS.

This is part of the work in the major R&D of the
FGCP, conducted under program set up by MITL
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