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Abstraer The parailel inference machine (PIM) is the most important hardware research
terget of the FGCS project. The initial stage mainly aimed to conduet R&D of in-
dividual component techaologies by studying parallel inference mechapisms from various
sinndpolats. Taree hasic mechanisms for PIM were studied by software simuistors and
oy developing experimental machines with 8 to 16 modules: the redurting mechapism,
the data fow mechanism and the kabu-wake method, PIM RED in the initial stage
sbowed the jnteresting structure and characteristics of PIM. It alzo clarified many prob-
iems to develop mare practical experimental systems. In the intermediate stage, hoth
parallel hardware mechanisms and parallel software system will be studied based on
unique and tentative phiicsophy. Component hardware modules will be developed with
the accumulatien of implementation techniques such as appropriate hardware building
blocks and common software fools. Realistic software research environment will be
provided by connecting PSIs to encourage kernel language implementation and paraliel
aperating system development. Efforts to integrate them ipto a total PIM svstem will
start around the middle of the intermediate stage.

L INTEODUCTION

‘'he parailel inference machine (PIM) is the most important hardwars research target of
e FGUT project. Its ultimate aim is to develop a machine enabling the execution of parallel
-2lerences, the cectral concept of the fitth-generation computer. This report describes the
rerearch and development (R&D) overview of PIM in the initial stage(l|, its current status, and
‘ratative plans for the intermediate stage.

i INITIAL STAGE

The initial stage mainly aimed to conduct RED of individual component techoologies to
=stablish the base for the PIM hardware architecture to be buiit in the intermediate siage, (zee
Figurs 1)

2.1. Research Themes in the Initial Stage
ii} Analysis of kernel language characteristics

The first important issue is to analyze the behavior of logic programs precisely. Thus, PIkf
H&D began with static and dynamic analysis of several sample programs written in Prolog
or Concurrent Prolog [2]. Prolog was selected to describe don't-know-nondeterminism (OR
porallelism) and Concurrent Prolog to deseribe concurrent processes or stream processing (ANT)



parallelism). Both languages were used as examination bases for PIM in the initial stage. The
resuits of this analysis were incorporated in the architectural design of PIM.

(2) Approaching basic mechanizms of PIM from various standpoints

At first, R&D of PIM architectures included many unsolved problems. So the PIM praject
began by studying various mechanizms of parallel inference from varicus standpoints. These
approaches were evaluated by software simulation. Three of them were also tested by developicg
experimental machines with 8 to 16 modules.

They are summarized as follows.

Approach Mechanizm Experimental system
lé-;as‘.c inference mechanism Reduction PIM-R

Basic hardware mechanism Data Flow PIM-D

Architectural suppart Kabu-wake method Kabu-wake system

for load alloeation

2.2. Reduction Mechanism (PIM-R)

Logic programs written in Prolog or Concurrent Prolog generate several pieces of resolvent
from a body goal in a clause. This can be regarded as a process in which a goal modifies
itsell using a elause ag a rule. The reduction mechanism can also be viewed as a kind of self-
medification. Considered in top-down manner as above, the reduction mechacism can be used
as a basis for PIM [3],

(1) PIM-R architecture [4]

The conceptual configuration is shown in Figure 2. The PIM-R consists of two types of
modules, inference modules and structure memory modules, with networks connecting them.

An Inference Module (IM) consists of a Process Pool Urit {PPU) and a Unification Uit
(UU), as shown in Figure 3. A Process Pool Unit stures and manages reducible processes. A
reducible process is sent to a Unification Unit, unified with an appropriate clause and generates
reducible goals. Then the results are returned to the the Process Pool Unit. The PIM-R executes
Prolog programs in OR parallel and Concurrent Prolog programs in AND parallel.

12) PIM-R basic software simulator

A basic software simulator was developed to confirm the fundamental validity of PIM-R
mechanisms; written in Prolog/C-Prolog, it runs on DEC2060 ar VAX-11.

{3) PIM-R detailed software simulation

A detailed software simunlator was developed using QOceam. This simulator precisely reflects
the detailed structure of PIM-R, such as internal data lormats. It also handles more than 64

IMs.
(4) PIM-R experimental machine

The PIM-R experimental system was built to examinve the reduction mechanism. The



nardwara conZzuration is shown in Figure 4. This system consists of 8 PEs (m68000 boards)
connesied bF 3 common bus with a shared memery. The shared memory works as various
connection networks ic be tested.

2.3. Data Flow Mechanism [PIM-D}

In the data dow concept, each execution of instructions starts when all necessary data
become ready, resulting in parallelism regardless of whether it is explicitly indicated in the
program. Therefore the data flow mechanism is expected to be a Jow level parallel hardware
mechanizm in PIM [5]{617].

The PIM project selected the data flow mechanism as a candidate for approaching the
paralle! inferenze machine that capable of exploiting the parallelism in logic programs naturally.

{1) PIM-D architecture

The PIM-D executes logic programs in a goal-driven manner; the execution of a clause is
initiated when a gosl is given and it returns the results (solutions) te the goal. In this execution,
the PIM-D can exploit OR and AND parallelism as well as a low level parallelism in unification.

The machine is constructed from multiple processing element modules (PEMs) and multiple
struciure memory modules (SMMs) intercounected by networks as shown in Figure 5. Each
PEM cousists of several APUs as execution units and an ICU, a data-driven mechanism.

(2) PIM-D Software Simulation

A software simulator was developed in C on the VAX to confirm the detailed structure of
PIM-D. A Prolog or Cancurrent Prolog program is compiled into a data flow code, as shown in
Figure 6, and runs on this simulator as well as on the following experimental machine.

i3] PIM-D Hardware Simulator

The hardware simulator of PIM-D was developed and is now being finally checked. This
machine consists of 8 PEMs and 8 SMMs, connected by a hierarchieal bus netwark, as shown
in Figure 7 and Figure 8. Each ICU, APU, and SMM is made of bit-sliced microprogrammable
processors (Am2900 series) and TTL ICs.

2.4. Kabu-wake Method

It iz an important problem to examine how to divide a job, or how to distribute each piece
of a job among PEs. The kabu-wake method is one of the hardware supported mechanisms
for job division and allocation in the muilti-inference processor environment. The kabu-walke
method uses an effective job allocation mechanism for getting all selutions in a large tree search
[8].

(1) The Kabu-wake method

In the kabu-wake method, each inference processor, having a job, searches solutions in
2 depth first manner. On the other hand, idle processors issue requests for jobs to the busy
processors. If one processor requests a job from another processor, it splits up its own job and
passes search of the remaining branches of the tree to the other processor, so that they perform
OR-parallel inferepce. This execution feature iz expected to minimize job allocalion overhead



among inference processors.
{2} Experimental system

The experimental system was built to test the effectiveness of the kabu-wake method
quantitatively, The hardware configuration is shown in Figure 8. The system consists of 16
PEs (one PE for input/output), sonnected by two kinds of exclusive networks; CONT-network
and DATA-petwork. The CONT-netwerk is a ring network for job requesting packets. The
DATA-petwork is a high throughput switching network for trapsferrizg a split job (kabu).

2.5. Conclusion of PIM R&D in cthe Initiai Stage

The software simulation resuits for the PIM-R and the PIM-D are partialiy shown in Figure
10 and Figure 11. These results show that hoth the PIM-R apd the PIM-D can extract the
parailelism in Prolog and Concurrent Prolog, and that execution speed czn be increased nearly
in proporticn to the number of processors with up to or more than 64 PEs in the system.

The 4-queens program, shown in Figure 10, increases in performance as the number of
processing units increases; the performance hits a ceiling around six or seven units. This roughly
corresponds 1o the average level of OR parallelism, which is 6.2, as found in the dynammic analysis.

The quicksert program (written in Concurrent Prolog and costaining 10 elements) increase:
in performance as the number of processing units increases; the performance peaks at around
six and seven umts, Quicksort has a parallelism level of about seven. In other words, logic
programs can be executed in parallel if the programs naturally have parailelism.

Evaluation resuits of the kabu-wake experimeunt system are shown in Figure 12 and Figure
13. This indicates the kabu-wake methed is effective for finding all solutions in a large search
tree. In particular, the overhead for parailel processing in PEs is low, so the amount of
communication between PEs is relatively low, as Figure 13 shows.

As described above, PIM R&D in the initial stage showed the PIM structure and its
characteristics, The quantitative evaluation of the PTM hardware simulators is now in progress.
However the ahsolute performance of each processing element is relative low. In other words,
1t iz the time to stari developing next version experimental machines with realistic processing
speead,

3. INTERMEDIATE STAGE

PIM R&D in the intermediate stage, starting this year, will be performed according to the
following unique and tentative plans.

3.1. Basie Philosophy and Rescareh Subjeets

PIM R&D in the initial stage has clarified many problems to develop more practical
experimental systoms.

In the design of a total system architecture, functions of the hardware part and the
software part of the system must be efficiently divided so that the hardware part can be more
optimized, and thue simpler and faster. This requires the study on the software system for
static and dynamic resource allocation, parallel job monitoring, and also the implementation of



parailel language interpreter for KL1 (Kernel Language version 1). Thus, the iptermediate stage
plan includes these software research aiming at the deveicoment of parailel operating sysiem
(PIMOS). To encourage this research aclivity, the develocpment of multi-FSI system is planed
to provide software researchers with more realistic research envircoment,

In the design of component hardware modules, accu=uiation of implementation techniques
must be more emphasized to build {aster and smaller hardware components and alzo to reduce
labor for bardware debugging and maintepance. Large scale PIM systems require stable and
easy-to-handle hardware elements with sofiware tools for sirmulator and debugging tools. Thus,
the intermediate plan includes an effort to find out appropriate hardware building blocks and
common solftware tools to make the hardware developments a little maore comfartable.

(1) Building Blocks for PIM

The basic inference mechanizms were studied from both top-down appreach (PIM-R) and
tottom-up approach (PIM-D). These studies revealed clearly that commonly used hardware
elements should be developed to enbhance and to ease the RE&ED of PIM. Multi-pert memory,
packet send/receive hardware modules, and tag handling hardware are some of these common:y

used elements.
(2) Developing tools for PIM

Research envirenment plays an important role in PIM R&D. Researchers usually develop
their own tools, such as software simulators, for their own objects. Although these tools are
similar functions and structures, these tools are not always inherited among rescarchers. PIM
R&D will study several alternatives. Therefore it seems valuable to develop commaonly used
software tools as developing base.

{3) Granularity of parailel processing

Initial stage PIM R&D pursued the parallel processing in which rather small sized granules
are handled, In the intermediate stage, larger sized granules should be also treated in cooperation
with the modularity of programs.

(4) Static and Dynamic resource allocation

The behavior of AI application programs is expected to be dynamic. Therefore, load
balancing among the processing elements, and program code allocation are important. The
kabu-wake method was studied as a resource allocation mechanism specialized for OR-parallel
tree search. However, it iz necessary to extend it for more general and complicated inferences.

In addition to the above, the following subjects related to the parallel programming must
be zolved.

(5) How can programmers write large parallel programs !
(¢) How can programs be tested and debugged ?
3.2. PIM RED Targets for the Intermediate Stage

In the intermediate stage, both hardware archilecture and soltware systems will be devel-
oped for the PIM. The research subjects in the intermediate stage are summarized below.



s Pursuing Large Scale PIM Architecture
(1) R&D on system-oriented PIM architecture

ter-PEs parallel processing mechanism, especially, a highly parallel connection network
and its control mechanism, will be studied in cooperation with PIMOS RED. The intermediate
research goal is ap experimental machine consisting of about 100 PEs on which PIMOS will

rum.
[2) IMigh performance elementary processor for PIM

High performance slementary processors for PIM will be deveicped by integrating the data
flow mechanism and the reduction mechanism. First we will begin by developing hardware
building blocks, Next, several experimental proceszsors will be designed in detail, pursuing low
level parallelism.

+ Pursuing PIM Software System
{3) R&D of software development pilot machines

In order to study parallel software system: for PIM, the following workbenches will be
developed in an early stage. They are called multi-PSI systems. The PS1is a personal inference
machine developed by ICOT. Therefore it iz expected to be a prime candidate processor for
parallel soltware development systems at [COT.

e Pseudo-multi PSI : a simpulator on a PSI machine,
« muiti PSI v.1 : 4 - 6 P50's system,
« multi P51 »v.2 : 16-20 new PSI's system,

- interconnected by 2-D array network.

PIM applications as well as the following language system and operating system will be
developed first on these workbenches step by step. Then they will be integrated on PIM.

(4) R&D of PIM language systems

Kernel language systems for PIM will be hierarchically developed extending GHC [9]. GHC
iz a logic programming language enabling parallel programming. The high level language for
syetem programming, called KL1-u, will have parallel object concepts for system programming.
The PIM kernel language, called KL1-c{p), will be a machine independent low-level language,

enabling pragmatic control.

(5) R&D of operating system for PIM (PIMOS)

PIMOS, the operating system for PIM, will be developed to facilitate resource allocation
and management from the software. First, it will be tried to describe stream-basged input/ocutput
facilities and goal scheduling based on the leeality of multi PSI system configuration.

4. CONCLUSION

This report is a research and development overview of PIM in the initial stage, the cur-
rent status, and tentative plans for the intermediate stage. In the initial stage, three basic
mechanisms for PIM were studied with software simulators and experimental machines. [n the



intermediate stage, we will study from both parallel hardware mechanisms and parallel software
syetem. Efforts to integrate them into a total PIM system will start around the middle of the

intermediate stage.
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