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Abstract

Thi= paper is concernsd with the IINI loczl zrea network now under
developrnent by ICOT; it also discus=ze= various aspects of future
intelligent knowledge-compunication metworks related to FGCS knowledge
proceszsing.

INI is a ceoopound network consisting of severzl ETHERNETs {#1) and
bridges. A simple and unique bridge protocol has been developed for
interconnecting ETHERMET=. IRI is three-layered, Instead of the
coenventional sessicn-oriented protoeols, INI hes a group-communication
broadeasting protocecl corresponding to the protocols of lavers U and 5
in the 03I model. This innovation is advantageous in network
manzgenment. The communiecation greoup is 2 kind of abstraet data tvoe,
whieh is useful in certain zpplicztions.

IHI is the pasis of the prograwning support environment for
developing FGCS software. Since progranming is the inherent task of
computers and computer networks, more intelligent supperts will have
Lo be provided feor programming of fices than those provided by

conventionzl office zutomation.

#1: ETHERI'ET is a trademark of the Xerox Corparation
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1. Introducticn

IVI {Internzl Networlk inm ICOT) iz a lecal area networlk whick iz
ceing develeped by ICOT {(#2).

IlI conzizts of ETHCR-czbles, LIAs (LAP Interface Adaptors) and
bridges. A& bridce connects a pair of ETHER-ocables. IHI isn
three-layered., 1INl has group-communicztion protocol corresponding to
that of layers 4 znd § in the DSI reference model proposed by IS0,
This is used instead of conventional session-oriented protccols for
introdueing netwerk controls, for instance. A zimple and unigue
oridge protccol has been developed for the routing funotion.

IHNI is intended to be used as & data-buz between the PST
super-personal computer {(#3) and the DELTA relaticnal database
machine. TNT is also the basiz of the programming support environment

for software development in ICOT.

#2: ICOT is the centrzl orgenization of the Japanese Fifth Gererztion
Computer Systems project, abbrevizted FGCS,

#3: Refer to Secticn 2.1 for PET and DELTE.



2. Overview of INI
2.1 Objectives
Tiix is nou under developmeni primarily 25 3 data-bus for PSI, DELTa
gnd other intellizent terninals, and as the basis of 2 progrzoning
support envircnment.
INI is also intended for use a5 an experimental network in the
fellewing aregzs:
-Developing various networlk technologies, suck &s netwopi oanagenment
protecols, integrated network operating systems and
protocol tranzlation
-Developing advenced office automation znd intelligent programming
Support enovironoent
-4pplication of FGCS software technolopy Lo network technology, e.g.
an expert systen for advanced nelwork menagement end a consultation

s¥aten for eonfiguring a metwork system

2.2 Metwork Configuration ond Lrchitecture
(1) Physiez] Configuration

£= shewn in Fig.2.2-1, III i= a conpound network consisting of
CTHER=pzbles, LIAS znd bridges. 4 bridee connects a peir of
ETHER-vebles. An LIA interfaces locally with severzl attached
intelligent terminzls, and executes communication protocols 25 their
front-end copnunication processer. One or nore LIAz perform =one
Afpects of retwork manzgenment and are therefore called NOLIAs
{letweri-Control LIAs). Gateway processers with protocol-Ltranslation
capabilities will he required for intereconrection with 2 plobal
packet-switching networi,
(2) Layers and Protccols

Az shown in Fig.2.2-2, in contrast to 03I, IilT has basiczlly three



layers: physieal, lopiesl and epplicetion. The sppliesticn layer,
resident in terzinzis, nay be divided inte sublayers according to OSI.
The protocols of the physziczl and logieal lavers zpe evecuted in LIA=,
which 2lso erecute certairn application=lzver protocols.
Bhysicel-legyer Protopcol
The physical layer corresponds te 08I layers 1,2 and 2.
Itz protoecel iz based on ETHERNET [DIX1] and i= enhznead to
support the bridge Sunetion.
.Logical-layer Protocol
The logical layer corresponds to 03I layers 4 and 5. For this
layer, INI has & unique new "group-communicztien" brozdcasting
protocol, which is used in place of the conventional
2essicn-oriented protocols. A logicel communication mediun,
celled & "cognunication group", is formed among several processes,
precluding the necessity of establishing 2 3ession between
gach pzir of procssses, &3 reauired in zession-oriented
comnunicztions. A message sent by any pesessessbesiesssd ©rocess
iz broadczst o ell megbers of the group. In this peper, the term
"session" is uced to & comounicziion group consisting of only two
processes,
(=) Addresses

n IRI.

(=0

Fig.2.2-3 represents the LIA, terzinzl and process addresses
(&) Logiezl Struecture and Interface of LIA

Fig.2.2=2 represents the logicel sirveture of LIA. The LIA
legically cortzins dunny processes corresponding to applicaztion
progesfes in local terminels; these execute logical- and
physical-layer protccols., There is also zn applicztion process that
nanzges the netvwork, These proocesses connmunicste with ezch other
through a pre-definsd communication group.

There are physiczl- and logical-level interfaces between an LIA and

its terminal. IEEELBD is svailable for the physiczl-level interfzce.



The logical-level interface is conceptually leeczted between an
application process and its dunmy process, It is analogous to the
legical-laver protocol, but nuck simpler so as to reduce the burden on
applicztion processes, Duniy processes provide their applicetion
processes with reliable, transparent comounication pedia like virtusl
circuits, so thet applieation processes basicelly need not be
concerned with date transmission control. In the logicel interface,
applicaetion processes are zble to designate other applicztion
Processzes using symbolic nzmes instead of process addresses, as
discussed in Section 2.4,

(5) Reasons for In:rodﬁeing LIke

-The LIA executes logiczl-layer protoonl so z2a to reduce the buprden
on i1ts terminels. FEven if this protoeol must be modified, the
terninals need not bte changed. For example, the data-transmission
comzand may be modified in order to suberpose information reguired
for networlk sontrel. Such protocol godificatians are oceesionslly
heceszary in experipental petworls suck as InI.

.The LIA serizlizes simultanecus data-lransoission reqguests frog
its terminals to reducs the possibllitly of collisions on ETHER-
cable and the resultznt reduction of INT efficiency.

«LI&s, where network-managenent processes zre placed, will perform
the processing required for intelligent networks and even for
intesrated netwerk cperating systems. L3 shown in Fig.2.2-4%, they
Wwill be equipped with = knowledge-processing czpability sigilap
to that of FGCS.

-The LIi may serve a= an intellipent terminzl contreller for

protocel tranzlztion and media conversion.

2.3 Protocels for Bridges znd Group Comournicaztions
2.3.1 Bridge Protoecol

INI is a tree-structured coopound networlk consisting of several



subnetuorks {ETHEE-czblesz), as shoun in Fig.2.3-1. Bridges zre
required toc interconnect the subnetwerlks. A& bridge must be as small 2
device a= possible znd not reduce ETHER-ezhle transoission eczpacity.
So, bridge protocol needs toc be as sirple es posszible. Conversely, it
Tust be sophisticzted encugh to detect inelffective packets passing
through it, which othervizse tend Lo Cceuse inefficiency when the
multicast facility is used, as mentioned belaow,

{1) Objectives

INI is tree-structured using bridges for the following rezsons:

-To loczlize experimentel high-traffic compunieations within =
subnetwork in order not to disturb other ordinery cosmuniczticns,
-To enhance the flexibility of coawial cable Por installaticn,
thus economizing on ecable rcquirementé.

(2) Addressing for Bridge Protoecol

INY makes good use of ETHERNET multicast facility for
communications ameng the subnetworks, A= described in Section 2.2,
the LIA address censists of 2 subnetwork eddress and =
node-address-in=subnetwork, Table-2.3-1 shows the LIA addreszing for
inter-subnetwork cconuunications. It should be noted that this
addressing is consistent with that of ETHERFET.

A bridge need not lmow the THT tepology. For reuting, it has only
Lo know one given range of stbnetvork zddresses and the subnetwori
eddresses of two subnetworks connected to itself. Yowever, this means
constraining subnetwork addressing in sueh 2 way that z2ll the
subnetwork adéresses of subnetworks benezth a bridge must be in the
assigned rznge, as exenplified in Fig,2.3-1.

It is zlso desirzhle that LIA=s and applicztion processes need not
be conscious of INT topolegy. In other words, both intep- znd
intra-subnetwork communications appear the same to LIA= and
@pplication processes. The LIA only neecs to know the LIA addresses

and the subretwork zddress of itz own subnetwork, It uses zn



individual-LIa-address-in:er-aubneLuurk as the destinaetion when
sencing a packet to another LIA ipn a subnetwork other than its own. An
individual-LIA-address-within-subnetwork iz used when a packet is sent
to another LIA in the same subnetwerk. In all other cases, the
breadezst-LIA-address is used. |
{3) Bridge Processing
The zbove addressing scheme ninimizes the reuting overhead, beczuse
it does not reguire bridges te distinguish between communication
Eroups or to perform address conversion. The following points dezopibe
bridge processing:
.Packetz with Indiv1dual~LIﬂ-Address~Within—ﬂubnatwork
ridges reject these packets.
-Packets with Individual—LIﬁ—Address-Inter-Suhnetwark
A bridge disczrds these packets, If they are received from the

subnetwork zbove (or beneath) the bridge and theip subneswark

addresses are out of (or within) the preassigned range of subnetwark

addresses. These packets are ineffective.

L bridge sends ocut these packels to the opposite subnetwork after

setting their gulticast bit offy iIf their subnetuork zddresses are

the =ame asg that of the oppesite subnetwork linked to the bridge.

Otherwise, a bridge allows these packets to pass through
unmodified.
.Packets with Broadeest-LIt-Address
Bridges allow these Packetz to pass through unmodified.
.Paclkets with Broadcast—LIA-ﬂddresEHHithin-Subnctwnrk
Thiz means the troadezsting within one subnetwori specilied by
the subnetwork-address Field.

A bridge perforos the sape prozessing as packets described above,

except when their subnetwork zddresses are the =zame 23 that of the

opposite subnetwork. In this exceptional case, where the opposite

subnetwork is the destination, the node-address-in-subnetworks of



these pacicets are changed to the one reserved for this purpose.

For group communicztions, broadcasting over the entire INT is

naturelly desirahle. However, the last paze zbove(

broadezsting-within-subnetwork) is useful fer re-~transmission en

cotmunication groups. This iz gurrently under study.
The facility corresponding to ETHERNET's muliicsst
sSupporied over the entipe INT by the bridge Frotocol;

be realized using group comnunications.

{4} Further Coensiderations of Eridgzes

croup is net

this facility ocan

When 2 bridge can receive no oore packets beczuse of its

sul'fer-pusy, it discards new packets without retifying the sending

LIA. Therefere, the group comnunicztion end-to-end protocol of the

logical layer pust be responsible for detecting the loss of Paciets

and for re-transmiting them. Deczuse collision is the main czuse of

bridge buffer-busys, so the introcucing af the priority ETHERRET

[Kom1] night be effeetive to reduce the possibility of buffer-busys,

The highest priority wiil be assigned to bridges. The

gathering of

statistics acoumulated in bridges, sueh 22 the number of discerded

paclcets and collisions, is elso studied a=z cne af the

nanegement funotions.

network

Bridges are obvicusly weak peint in INI from the viewpoint of

relizbility. Dusl bridees and sontral protoecols, zuch

and echo-checit, are zlzo under study,

£2.3.2 Group-Communicetion Brotocol

48 switchovep

Croup-communicztion protocol relates to the logieel lazyer and is

therefore executed in an LIA.

A ecemmunication group is ormed amons several processes,  f nessege

22nt by one member procsss is delivered to 2ll the ebhep nenber

processes.
(1) Objectives
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For gethering znd prepagation of information for network
Qanhagement, group comcunication based on brozdeasting is more
appropriate than cenventionzl secsion-eriented connunications whiah
ére dezigned feor one-to-one transmissions, For exanple, dziabzses
distributed within RELWords, eontaining network nanzzement inforapstion
such a5 netveorl configuretions and prograz modules to be remotely
lozded, can be slnultaneousiy vpdated ap queried by group
communication, Horeover, group ecmpunication is useful for
ioplementing besic integreted network Operating systeg funetions, such
85 resource=locking and process-gynchronizetion.

Groun comnunication g2lso makes good use of the physicel-layer
ETHERNET Bulticasting protoeel =o zs te cut down on the volume of
trensmission dzta; session-oriented coomunication does not tale
advantzge of this powerful faeility. ©Tven in interconneeting with
Elghal packet—auitching networiks, their broadezsting facility are zlsag
utilized,

In additioq, Progremming with eommunication Zroup i3 powerful far
applicztions sueh a= those listed below, beozuse communication group
iz zn sbstraect dota L¥pe represecnting an object corsisting or several
sessions.

+Distribuced datzbaze control

-Distribution or electronic mail and cnline documentation

Distributed processing (Distributed algeritha)

JAnowledse cathering for Rnuwledgn~ppugrammiﬁg support cnvironment
(2) Main Funetion= of Croup-Comnunicztion Protocgl

Teble-2,9-3 explains the funstions of connands,

(a} Forpation znd Terzinztion of Communication Group

"18.2.3-2 shows the comnand sequence fop ferming = conrmanication
EFQUp; thiz sequence is initiated &L ithe reauest of a process, &
CGFORY comoand is brozdeast to 211 the destination processes of Lhe
tomnunication group, ealled nemoer processes. The CGFON contains the



1ist ef process addresses and a2 CGID (Cv:nunina:inn-ﬁrnup IDentifier}.
A4 CCID consists of the LIA addrecs of the requesting process znd a2
unigue numper, and so cerresponds to only ore communication groun.
Commands other thap CGFORY, and data transoitec over the communication
Eroup, are destined fer eaech nember process actording to their COIT,
Eaeh LIA maintaing the correspondence between each CGID and the
process addresses of member processes in its terminsls,

Member Processes may not Join ir the comunication group by
returning a COFORMA-IIACE command.  Therefore, Lhe formed one mav
include part of the deztined nmegher Processes,

Any penober process can request the tersination of the communicztion
Ereup.  Seme kinds of conditions and zuthorization for terminetion
requests are mzybe introduced in the applicztion layer.

(b) Trensmission of Date

Only funetions essential for providing reliable comnunication media
are defined; these include Segnenting/assembling, acknowledgment, Fleu
eontrol, re-trensmissien and sequenecing.  However, additionzl supporis
Tor the application layer, such as transmissien mode, braciket contrel
ard combitment cantrol, zre not defiped. For erzmple, only the
simultaneous tranemizzion tede {arzlogous te the full=-duplex made in &
conventional session) is defired, Additienal aspects of transpizszion
oode mzy be introdyced in the appliecztion layer.

The fallnwing dizcusses certain Prodlezs of re-transmission
contrel, which are relzted tg both group communicztieon and bridge
protecols.  The sender process brozdeasts 2 packet af data with the
brozdcasi-LIi-zddress, then waits fer the responses (DTRANS-ACE or
DTRANS-MECE). The sender process may have o re-Lransoit the zame
Packet o sonme memher processes. Five oases ape pezsible,
re-Lransuiszion ta ezgh

«process,
-terminal,

— 12 -



LI,
-subnetweori, op
sEroup of subrétworks,

The rirst is the simplest end has been adopted for the current
version of INI, but here, the nuober of re-transoitied packets
ingreases, The second znd third could eazily be implemented by maling
the LIA a little more sophisticated. The fifth iz noi desirazble,
sinece LIAs nmust deceszarily know TUI tocpoelogy. The Tourth, in which
the braadcasting-within—subnetwork 15 used as mentioned in Subsegtion
2.3.1, is neow under Study, This technique should be surficiently

effective to reduce the nuzber of re-irensmities packets,

2.4 Network Hanapgement
der yash o,
This section deseribes network management in she current verszion of

INI which apply the Charasteristic proup communication. It should bhe
pointed ocut egain that Eroup conounicstion is 2 kind of data
abstraction and so ezech netwerk-rcanagement process need not know the
number of member prooesses,

Logiezlly spesking, network manzgement protoccols are regarded as
Lthoze on a pre-doefined toomuniestion Eroup emong the
netuork-manzgegent orocesses,

Table-2.%-1 shows the neilvork nanagenment commands.
{TJDnun-Loading Proteegl

Une or more HCLIAs maintain progran modules gnd eenfipurstion
infernation for eszoh LTIA.

Each LIA, except rfor HCLIAs, broadezzis s DL-REZ (Down-Load
request) comuand to HCLTAs wnen powered or when its terminzi
inspection node is recded. It is possible for the LIA to receive
DLAVAIL responses from several lUCLIAs. Then, the LIA sends a DL-STRT
tomnand te one [ICLIA, Bzually within the szpe subnetuorls., After
receiving the DL-STRT coumand, the NCLIA nelwork-nanacement process,

— 13 —



called 2 down-iced server, begins the devn-lozding procedure 2% shown
in Fig.z2.h-1,

If copies of LIA information are held in zeveral IICLIA=z, the
failure of one ICLIA ean oe recovered by another which has received
the breazdesst DL-TED commanc. It should be mentioned that greuwp
comnunication is useful in the simultanescus update of these copies,
(2}Mzne-Resclution Protocol

Apnrlication processes in terninzls =ay use synbalic nzmesz to
designcte other processes, especially gpplication-server procisses.
The LIz Retwork-raznagenent procsss translates a2 process nepe inte ¢
process address by using the nane-resclution protoecl. {Othervise,
g2eh LIA should know the cerrespondence belween process nemes and
process zddresses of all the servers in INI.)

Each network-nanagenent process knows only the correspondence
between the process hemes and process addresses of servers inm
loczlly-zttached wercinals, This correspondence is part of the
coenfiguration-infornation dowin=loaded by NOLIA. The
network-gans sement process brozdczsts the speciried process rames
through the comsuniczticn group with an I'-RESOL comoend to query their
corresponding process addreases, The gther eiwori-nanagenent
processes return the procscs addresses with zn }-REP Comizand when one
oI mare of the proocess fames specified 4ip tre received U-3220L ecormand
are the ssue zs those of Server progesmes in sheie terninals, The
status of =erver processes such as "busy" anpd "over-locaded" zre also
reported using II-ZESOL comsands.

The sane synpbolic rame nay be assigned to several SErVED processes
of' the identipal service, thus &O0SUring that a backup will ae
availeble in pome of failure of any server process. Or neking
intellipent uze ar status information reported in N=DTF comitangds, the
netucrk-nanarenent propesses wvould eontribule te petwork-wide losd
balaneing., This Iz the [irst step towards integrated negyom: eperating

EYEten.
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3. Impaet of FOOS on Future Communicstien Hetworlks

Lsa

-1 Some Aspeets of FOCS finowledge-Processing
{1) Enowledre Frocessing and Legie Programning

The Jzpanese FGCS project (1882-1991) 1= zined st ereating new
basic technolozies reguired to build intellipent E¥ELens capzble of
Knowledze processing, Such 2 svaten is czlled 2 FIPE (Knowledge
Infornation Preccssing System!.

In addition to the inference mechanism and knowledpe bzses, ¥IPs
{"expert systenn or "epn=uliztion tysien") nust have z natursl
inteliizent man-machine interface speh == natural langusge and
greaphicss. Ta aocoiplish this, sz Quantur leap iz required tovards the
Processing of the "semantiassn of data from Lhat of the
"representations" of data. This means that TIPS nugt be czpable of
manipulating knowledges,

"Enowledge" is one higher/brozder concept, including both progran
end deta/database, Programs aznd data difrer in representation rather
then in semanties. fregram and data, respectively, might be said ie
be intensicrel and extensionzl represcntations of the =znme knowledpe,
incwledge bases will contein & wide range of knowrledres. The
retrieval of data =nd the computation of Frogrons egre integrated inta
Ehe higher concept of "ipferential problen-sclvine® tihrough knowledes
beses,

The prograzoning languere required for ETPS should Be a
very=nigh=level, noh-procedural ope with synbol-grncezsing
capebilities, & logie programusing languece besed on PROLOGC [Fow1] hes
beern adopted as the bazis of the principal Progreuming lanruace for

FGCS. PROLOG malkes it Pessible to declaratively express prograos as

knouledges as well zs detz bases,
Deczuse they are high-level and have non-procedural semanties,



logic profrauning lanruages also seen to be adeguate fep applying such
techrigues as specilfication, zutopatie verifieation and sutoratin
Progren synthesis for intelligent Progrepoing systens. These
techniques hzve peer stucied in theorr but no: in practice, beczusze it
iz very diffienlt to yze them In conventionel procecursl lenguages
sucn a5 FORTEL. Intellipent Frogremning systems will possess =nd
manipulate such knowledee bases as progreza-paclaze libraries zng =e
on.

PROLCS will also regulate most of the softuare znd zrchitecture of
Flfth penerstion computers.  So, this prineipal langusge is calles the
"Ilerpnel Language" and recarded literally as the "hernel" of the FCOS
project.

The arohitecture of Tiftn generation computers should be
higterhlevﬂl-pragrenming-language-oriente¢ and fzr different frop
conventionsl von Meumann erchitscture, .Twa t¥pes are being r53earche¢
and developed bezed on PRCLOG pachine: PIM {Parallel Inference
Yachine) based on reduction/data-flen mechanisns; and PRI (Perconst
Sequential Inference pachine), Yoreover, DELTL, a2 relzstionzl databese
nachine, has been developed as the first zLep towzpds a Imowlecdge-base
machine,

Refer to [Yok1] for furthep details on the overall FGCS project,
(2) New Softwarc Techrology for FGCS and letworls

The s2me philesephy and technology zs those for FRCS will be
suopted in varisus Tields of informatico proceszing, Far exanple,
future intellizent networks will previde intelligent sepvipes through
LIPSs, end should enploy the szme kind of fntelligernt processing for
theoselves, Table=3.1-1 shows the correzpondence bhetwesn ney softuare

teehnnlugies and existing communicstion netuarl techmolopies.
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3.2 Prospects fop Future Intelligent Yetwerlks
(1) Intelligent Retwork Control

Intellizent networls will have the cepability of avtonpmio
sell=-contrel such as adaptive routing and adaptive flow-control.

These intelligent controls will be performed by KIPSs installed in the
netwarl,

Ta rezlize =uch controls, gathering of statistics from various
Points within the network and prepagation af ins=tructions, such as
certain of IB!N SUA comrands [I2i11], are essentiai. The proup
comnunicetion proposed in thi=s paper is uzeful Tor such conirels, too.

The extre trznsoission required for these purpascs %ill be
reticnalized 2pd pet disturb normal servige transgissions, firstly
because of the future use.nf high-capaeity transmission pedia Such ax
optical fibre, apg fecondly beczusze the network load level
(trensmiszicn rate) will need to be held far below the saturztion
peint in erder Lp Gherantee reasonable throughput and tranefer-delayr
[Bux1) [Feir).

(2} Enowledge-Contuniczticns

Intellirent nelworks of the future generation will provide users
with knowledge eorounicztions instecd of conventional dzta
comnunications while [ifth Lenerztion computers will nerlopn knowledrs
broces=ing instead of dete processing. In oiher words, they will
wransmit pot "representaiions" but "semantips®,

Knewledse communication means, firstly, intelligent services
proviced by intellirent servers ard knowledge bases areund the
netwark, and secondly, the converzion of representations of knowledges
sSuch as protocel tranzlations and mecdia conversions. These will he
Aauch nore intellipgent than conventional capsbilities, suoh ==
tode-conversion and data-compression,
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2.3 Prospects fop Future Progranming in Teguork Environments
(1) Future Progreoeing

liost future brogramming will be "knowledge progreumins®, hased
especizlly on logie Brogramming, in which propremmers Will uze o PByD
(Programmer's ork Bench) Lo eonstruct wodels and logie of theip
Progreans by using various knowledge beses on netlworks [Stel]. In =
future intellipert Programuing system as ¥iPps, knowledge bases yill
hold all knowledges necesEary to pregramming, g.Z. languzges,
nethedelogies and Specificztions of Existing program packeges.
Hoareover, ithey will have domain-oriented knowledpes, such ==
experiential tnowledges, eiXperinentsl results, investigation findings
and dztz maintaipsd in individual divisions aof organications,

These knowledges are represented in logie Erogramming languazes and
relational codels, both of which are based on first order logic.

(2} Rdvanced Man/letworis Interface

FilHs, sveh zs paT and 3TAR, will provide Zovanced pan/machine
lnterfaces arnd serve as interfzec ports [Tag?] [8mit]. toreover, the
visuzlization of the entire netwari, including krowledse pazses {remote
or distributed on neiwerks), is essentizl for future programming.
Tnéreby, & Prograomer wey sinultansously pey 2ttentions to any
-knowledzes™in the netverk so a3 to fecilitate creztive progreoming.
E.Haedonald 21ag Proposes "yispal Programming [lzc1],

For network visuali:atian, Lwo multiplexing techniques, the
Sulti-wincow di=play and the virtusl circuit{cr session) ape
Arinitive, but 2Zzential. As shown in Fig.g.gt%gzgeveral Knowledpe
D25es can be =ean Sinmultzneously. Coomunication groups and logiczlly
related sessions [Brei], which evolved from virtus! circuits, are more
elegant, advanced concepts for reslizing the simultanecus inguiry and
gathering of Lknowledses,

(3) Progran Trensmisesion Considerations

— 18 —



Cne of the pain problens in existing Programoing support =vetenms is
the difficulty of retrieving appropriate reuzable modules frop progrem
libreries. This is beczuse sipilar modules zre not well clustered in
the libreries. One 8pproach tc inproving clustering is generic
Programoing or paranetrized programs [Arel). Using these technigues,
an individuwail Progran may inelude all similar functions in itself, and
50 is fairly larpe. Fop exazple, TRIGO progran may contain all
trigonometrie functions, and SOUTER may sort z list of any type
according to = piven arder-relation ineluding ordinzl- and
alphezbeticzl-orders,

Conseguently, Knowledge gathering for knowledge Programming will
increzse the netwerk traffie trecendously, €specially for the
transmission of Programs to be re-used, Therefore, a. technigue sueh
as "partisl evalustiont of knowledge (progrem) will be required o
reduce volume af transmissiona..

As formalized below, partial evaluzstion iz a technigue for
2utomatioally Eenerating zn cptipmized specific version of 2 Eeneria
progrem, a concept sipilar to ADA'z "zenepip packagen,

i TRIGCI{Sin,Ji}:T.’EIGO.sinE}I} o

I . I
| 1

In the zheve crample, the specifip version "TRICO.sin{Z)v is
gencrated from the generic "TRIGO{T,X)" with respect to one given
Zrgument "oimr, "TRIGO. sin(X)" is eduzl to the well-knewn
trigonemetric function "SIN{X)®, It should be euphasized that logic
progranning langueges zpe appropriale for this technigue [Fut1]. The
projection and selection of relational algebrz might be szid to be z
kind of partis] evaluation of knowledge represented in & relztional
Lodel; if is alsm useful in redueing volume of lransmissions.

{4 Frogramming Suppert Envircnments on Netwerks



The netueri: envirenment CEn 2s=ist progremners with online
documentation, communications betwean prograsners, the exchange and
brew of knowledges, znd so on, 85 well as other intelligent office
dutonation =vstems,

Prograsming night be said te be the mative task or computers and
tonmputer netuorks, beczuse its sutput is it=ely gfecutable, testahle
and effeetive on computers ggain. Also, parse ang instruments used in
this task zre availzble an conputer network envirorments,
Conseguently, intellicent suppeort envirennents for Progrzoming affices
¥ill be zble to and have to provide much more than conventional alffice
Zutomation on interpsl networks. Fop cxarmple, 2 program pade at a Mp -
{such z2= PET) nay not be efficiently executed on ity It sust be sent
to & suitzble copputer, such as = conventional FORTRAL machine in tke
netiwork, to be tested. In future, the intelligent netwerk envircnment
Will provide 2 kinc of virtuzl machine that Sloulates an integreted
computer eguipped with an inférence meehine, 2 deotabase pechine and 2
Super-computer, or which simulastes a multiprocessor (sueh as PIIl}, by
tonnecting various resources arcund the networl. Such virtuz]
magchines will be vseful for the developnent of Fractieal LIPS
gpplicaiions, such z= = disgnostic expert systen for & nuelespr

reaetopr.



3.4 Design Cuidelines for INI/CC Consultatien System

INI/CC (Consultan: for Configurinz IrI) i= a cornsultation sveten,
2n epplication of EIPZ, for detercining the configuration of INT.

It should be neted that the FGCS Fernel Lenguzge bzsed on PROLOG
(zentioned in Section 3.1) may be viewed zs the Tirst approximation to
a2 XIPS. It possesses primitive but essential knauledge-prucessing
capabilities, such as inference funatisn and svmbol processing, =nd it
can also declarztively express various types of tnowledge. The
authors mean to feed it eipericntiel knowledges gained in the course
of using INI in order to Construct INI/CC. The guidelines fop -
construeting INT/CC are briefly descriced beloy.

(1) INI/CC is used to determine the following:
-Loecation of LIas
-II topolegy (locztion of bridges and repeaters)
«Subnetvork addresses
«Range of zubnetuerl: addresses assigned to saeh bridre
-Disposition of czbles
-Locztion of server processes

(2) INI/CC taltes into consideration the following:
«Charzeteristics aof resources(LIA, Repeater{ oridre, Cable)
-Leyout of rocms ane desl:s
-Locality of tomnunications
.Lozd on zepvep processes
-Load on bridge
Juober of collizions

Various sipilep knoevledge-baszed Systens have beern propoéé%le.g.,
R1, ror configuring VA¥-11 computer systems [Hed1), and ACE, for the

naintenance of telephone-netuorks [¥e=1].



4. Conclusion

In ihis paper, it has been shown thet Eroup comnmunicstion and the
LIL ere uzeful for echieving intelligent networs: nenagenent, and thet
they zre alsg poverful tools fop visuglizing the netyvork =o as teo
brovide a bettepr progreoning enviponmant,

At present, the authors have completed the cetailed desipn for
Group communication and nefbyori managenent and are implementing thea.
The bridge is in the detziled design phaze.

In future, the fruits of the FGCS proiect should be ineorperated
inic networy technolegies. thile Tiftk gemerztiop computers are dye
to the surprising evelution of VLSI, the intellizent netvorks of the
new generation will ke made possible by optieczl fibep technolory in

additien to the Facs technalogy.
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Table 2.3%=4 Principzl Commands of Croup-Connunication Protocol

! Phase iCommang-iiane |  Function ! Prineipzsl Farznmeter !
f========:::===t:z::=======!======:==::::::::::!==::::::::::==:=:zz=r=::::::f
] tConnunication [Reguest to feorm!.Process-addresses of member !
' |=group iz comounication| processes of the EToup i
: |-Formation i=group |.Process-address of requester |
i ! ' 1-CGID of comnunication-group !
iConmunication) (CGFORM) | 1-Prefile of communiecztion }
|=Eroup- e T i
|forming iCommunication JAffirmative {.Process-address of reguester !
i |=ETroup- Iresponse to i.Process-zddress of responder |
i jacknowledgment |COFOR! comnand !.COID specified in CGRORM ]
| | [CCACE) | ! |
! | e e e e e e e e e ——m——————
i iCommuniecation- | Negative i\ Rezson-code for rejection, H
i icroup-negative |response to ! in addition tc those of {
: iacknowledgnent |CGFORH command | CGACE command I
i I {CGIHACE) ] ) |
H I~——~----------------uhn----------——~--~————------~---------~~i
{ iCommunicetion !Announce member!.Processz-address of reguester |
' i=Eroup- |processes to i.Process-zddres=es of !
! Inember iall the rest of| member processes of the group |
i ! {CGHEIBER) ithe group i« The same CGID == CCFORM i
R e e e e e e e e ————— e ——mmmem ]
! iCommunicztion |Request tc end !.Process-address of requesting !
iConmunisztion!-group- icommunication~- | member process of the group |
|=group= ldrap igroup 1«CCID of group tc be ended |
idropping i (CGDROP) ' i.Rezson-code for terminztion !
! ' e e N
| ICommaunication |Response to !.Process-address of requester !
i i=group-drop=- lappreve CODROP |.Process-zddress of responder |
] lecknowledement ! 1.CGID i
i ! (CCDROP-ACK) ! H !
F I
B e e e e e e e e e e e e e e o e e e e e 1
i {Data- ITransmission i.Procesz-address of =cnder !
|Data_ itransnission ! of data 1.CGID !
lzending | : i.38quence number !
i I (DTRARS) ! |« Process-address of receiver |
| ! i i (For re-transmissicn only) |
i | i
i i e e e S H
! IData- 'Response to |.Process-address of sender !
! ltransmission- [DTRAHS | -Process-address of receiver !
| lacknowledgment | (Data received)!.CGID ]
i i i |.Zequence number of last |
; i (DTRANS-ACH) | ! received dota !
] e e =1
i iData- |Respense <o i« Reason-code for rejection or !
i itransmissien- !DTRANS | discard of cata |
! in€gaiive- ! (Datz not i i
i acliinowledznent ! received) !

I | (DTRAUS-HACEY! | |
i i I
] I o e e et g i
' iCancel-chain- |Request to |.Process-address of sender !
! lof-data 'discard chain !.CGID !
| I iof data to be |.Process-address of receiver |
| P {CcanceL) Ireceived | (For re-transmission only) |
! - e e e |
i |CANCEL- lAffirmative i.Process-address of requesteor |
i lacknowledgment |response to |« Process-address of responder |
i { (CAICCL-ACK) |CANCEL command {L0GID i
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s (DL-DATA)

lzerver

LCCID

Information down-loaded
-Loading=location within

memory of reguester LIA

First/middle/lzst flag
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