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1. Introduction

&t 1C0T, detailed desipn of a database
machine "Delta®™ 1s in  Progress. This paper
presents the processing procedure by which the

relationa]l algebra operations are performed. A2
iz described im [1],[4], Delte 15 plenned to be
uzed az 8 research teocl in the interpedialte
stage of the Fiftr Cererstion Computer Froject.
This fact reguires that Delta fulfill a two-Toid
demand. One in to develop a hardware-oriented
relational databzse machine and the other iz Lo
make it operatiomal in the sense that it should
support intrinsie echoracteristies of delabese
systems such as data recovery and so on. In
this paper, how toc panipulate such features of
databases in 2 hardware oriented pelational
databaze machine is also briefly described.

2. Ipplesentation Docaign

Delia's gleba! architecture iz shown  in
Fig.1. This rigure, however, only shows the
concept of the gloval hordware configuration and
not the &ctuzl machine implemnentation. The
difference Deiween Lhe Elobal dezsign znd
ipplementation desipn i3 eso3ably due to Rardwere
developzent problems. As the schedule is guite
tight, we had to wtilize existing conputer
resources toc oake up tke componente in  the
Elobal architecture. & rreat peny man-hours
will be needed to finish a totally new piece of
hardware.

The Interface Processor will be implemonted
using & eone-board minicomputer with on-board
$12KE main memory. The Control Processor wil
also be implemzented by the zame minicomputer
with 1 MB main mewmory. The Felational Dztabise
Engine (RDBE) 4is & new plece of herdware, our
idea belng beszed on an algorithr wsing the
hardware supperted merge-corting implemented by
the TDEE. Most hardware intensive efforts are
being done [or the ipplementation eof RDEE, in
the sense that 1t will becooe Lhe rirat
practical hardwezre relational databese englne.
FOBE will alse use minicosmputer toc control the

FOSE's hardware reagurces, In order to
penipulate various relational database
processing requirenents, fer instance,

Floating-point data celculations, RDEE could not
help but become g little sophisticated,

The Hierarchical MHemory (FH) subsysten i3

implemented wusing & peneral-purpose coabuter a3
8 controller (HMCTL), & large amount of fast
sepiconductor random access pemory in the form

of 8 semiconductor disk {SDK) ard large capacity

moving  head disks, The SDK 13 wused for
temporarily ataring clasnes of relations
generated and managed in Delta. The SDE will be
non=volatile (et least from acftware point of

view) to evold disk accesaes invoked by
write-through storage Danagement. We realize
there remains @2 lot te be investipgated and
rezezrched to make a repl hardeare-oriented HM.
50 we decided to simulate the HN using &
peneral-purpose computer =ystem for collecting
performance data and making the points to be
improved elear in this  research. One of ‘the
post decisive factors in  choosing 2
penerel-purpose computer as the HM is  that 1t
provides an operating syztem conteining control
softwere on state-ol=the=art disks, the capaoity
of whick iz over 20P per unit,
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Fir.1 Delts global architectore

Arother major probles facing Delta = bthe

copmunicition probles between Delta subaystoms.
F=s Delta is a distributed function type
relational ditabase machineé, communication:s

beiween subaystens are of grest  ioportance for
perfornance. In this e¢&st¢ ilso, creating an
cverhezd=-Iree connunicaticon preotocol, uwsing bolh
hzrdware and software, 15 ideal. Inztead,
communicetions between IF, CP and RDEE are done

by & atandard bicx, pinimizing  software
communicetion overhegd by the mpeans of I/0
software systee modificaltionsz. The hiphest

translfer rate is required between RDEE &and HH
aubsystems because through this interface data
tranafer intensive cpergtions are performed most
frequently.  We adopted a channel interface for
this interface with slight  modifications.
Through this interface, data are sent back and
forth in a streas at a paximus rate of around 3
HB/ second. Each HRDEE (a few RDBE's will be
provided in the courae of implementation) will
be provided with two indepenuent I/0 channels
for input and oubput. RDEE ia intelligent
encugh to achedule its own I/0 activities. A
Maintenance Frocessor will be attached te Delta



for supervising the whele Delta system, an
important subsystem for BAS and date caollection.

3. Detailed Processing algorithm in Delta

The fundamental processing acheme of Delta
ia described in [2],[3]}. We have established a
subcompand set for each of the RDEE anmd HM
subsystens. The general command prosessife
sequence 13 as follows:

{1} Regeive & compand=tree from & host
{a SIM which made the guery) by IF

{2} Send the command-tree to CP

[31) Analyze the command-tree and
cenerate subcommands in CP

(4] Issue subcompands to EDBEE and HM from CF

{5} RDBE and HM set-up

(&) HHM activation

(7] Data stream transfer te RDEE fros 1M

{8) Processing the data stream in EDRE
(iparallel ta (7))}

{9) Result transfer te H¥ from RDEE
{parellel to (7) and (B))

(10} Tuple-reconstruction (if necessery)
in EM directec by CF

{11} Reswlt tuple transfer to IP

(12) IP toc host tran=zfer via LAY

Wote thet Delta ein receive concerrent
queries. This sample sequence will be applied
Lo maol such gquery. IT this sequence conzists
of a trarnsection, this showld be explicatly
specified fop Jdate cenapempent purposes.

4. Subcemnands

Subcopnands are defined az Delta's ipner
subsystems' cormands, Subcomnsends are lasued,
for example, frem CP te MM, RADBE e MM, CP te

used for
cperate

ROBRE en@d so  on. SZubcommands  are
agtivating each subsyster in  crder to

the Delta svstem, Fig.Z shows Lhe oejor HM':
subcosmands  and  Fip.3 shows  FDEE's  malor
Subconmands, Basiczlly, EFDEE"s suboommand set
iz bzsed on the cet processing algorithm

inserporated in  EDERE, Delta's nor-procedural
interface tc hostz i3 suepporcted by ROEE's
hardware relational algebra processing
elperithm. In effect, RDEE'S subcomoand set is
sepanticelly cloze to Delte'a interface.
Correaponcing Lo this RDEE processing

requireocent, HM ordinarily coffers a strean~based
lnterface to FEDEE. Generally speaking, H*
BErVES a5 the atorage space not only for
relations but also for other inforpation sueh as

directory and logging data in the Delta ayatenm
and i1s passive under uwsugl pPOCESELNE. RDEE
deea not have to Worry about such storage
dependent parameters a8 page boundaries,

phyaical addresses and 3o on, Imn the procedure
ahown in the previous chapter, subcommands &re
the main inforsation passed betwveen subsystems
in each atep.

5. Data Management 1n a database machine
Ap Dulta will be used in & practical way,

the deatebaae should be protected frop disasters
invoked by human errors &2 well a3 hardware

Start-5Stream-In Start=Streap-0ut
Transpose-To-Tuple Transpose-To=-Attribute
Prepare-Buffer Felease-Bul fer
Start-Paged-Streas-In  Start-Paped-Streap-Out
Fead=Directory Write-Directory

Fip.2 Major HI Subcommands

Join=-Equel Join-CGreatar-Than
Restrict fieztrict-Range
Restrict-Eqgual Restriect-Egqual-Immediate
Zort Unigue

Difference Update
Appregate-Funciion

Fig.3 Hajor PDEE Subcommands

calfunctions. FOEMS seguential inlerence
pachine's solftware, and Delte are both
responsible for the security of databases.

ttainly RDEME is responsible for the unauthorized
Booess  to ¢ detabase; Delta is responsible for
transzction backout and concurrency .control.
The Contrel Procesaor Keeps track of  eachk
transaction and if it succezsfully enmds, CF
commits the updater node by the transeactiom. I

it fails for some reason, Delts rolls  back the
updates moade so Far by the transaction.

Hardware palfunctions are classified into
citegories in  Delta. Az Delta has sooe
subsystens, error could ogour in 1}
iptra-subsystem and 2] inter-zsubsystes.

Mon-fatal intra-subsysten errors, basically, are
detected ahnd reported sulonomously toe MP,
Trensient inter=subsysteo errors  such a5 data
parity errors will be detecbted by the recelver
and be retrieq, Wetchdop tioers will b
installed at major interfaces Lo supervise
silent death &5 well 8z heavy inter=aubsyatem
errors., SDE in KM is non-volatile, so even if a
cruclal malfunction occours im 2 processor, data
conzistency could be meintained alterwards using
i rECOvVEry process.

fi. Copclusion

ire deseribed ioplementation decisions, the
overall relational algebra processing procedure
and data management scheme in the Delta detailed
design. A nuwber eof problems must be aclved
during this stage. However, these efforts are
of grest significence, we believe, in orderd Lo
Eive birth to & working, new concept machine.
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